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Abstract
This study investigates preservice middle school mathematics teachers’ understanding
of statistics and probability and provides a cognitive diagnostic assessment of their
strengths and weaknesses on these subjects. A statistical reasoning test that included 15
multiple-choice and 5 open-ended items was developed from the perspective of the log-
linear cognitive diagnosis model, which is a general form of the cognitive diagnosis
models. The statistical reasoning test was applied to 456 preservice teachers from 4
universities in 3 different regions of Turkey. The collected data were analyzed using the
Mplus 6.12 software, and diagnostic feedback on the preservice teachers’ responses
was provided based on the findings. The analysis suggested that although many
preservice teachers were able to represent and interpret the given data, most experi-
enced difficulty in drawing inferences about populations based on samples, selecting
and using appropriate statistical methods, and understanding and applying the basic
concepts of probability. In addition, preservice teachers had difficulty answering open-
ended items. Implications for teaching are also discussed.

Keywords Cognitive assessment . Diagnostic classificationmodels . Preservice teacher
education . Statistics and probability . Test design

Introduction

Statistics and probability have been a primary focus of mathematics education for some
decades (Franklin, Kader, Mewborn, Moreno, Peck, Perry, & Scheaffer, 2007). While
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the primary focus of statistics is the handling of data using different data collection and
analysis methods, probability is mainly concerned with studying the likelihood of an
event’s occurrence. Although these two subjects are related to different areas of
mathematics, they can also be considered to go hand in hand. Statistics and probability
have become a focus of interest for many countries and have been included in
mathematics teaching programs and in the learning standards of leading education
organizations (e.g. the National Council of Teachers of Mathematics [NCTM], the
National Assessment of Educational Progress [NAEP], the College Board) because of
their practical application and usefulness in real life, as well as being utilized as tools in
other disciplines (e.g. economics, consumer science, physical education) (Batanero &
Díaz, 2010; Franklin et al., 2007; Jones, 2005; Makar & Rubin, 2009; Shaughnessy,
2007; Watson, 2006).

Although statistics and probability are considered to be very important in real life
and in various disciplines, some problems have been observed in the literature with
regard to the learning and teaching of these two subjects (Batanero & Díaz, 2012).
Many teachers have difficulty constructing statistical knowledge of their students since
they themselves have not had the opportunity to develop accurate knowledge of the
principles and concepts underlying the practices of data analysis (Franklin et al., 2007).
Therefore, as Batanero and Díaz (2010) stated, students may graduate from secondary
school education with little understanding of the basic principles underlying data
analysis which explains the problems that preservice teachers (PSTs) encounter in
undergraduate statistics courses. In addition, some researchers (e.g. Batanero & Díaz,
2012; Batanero, Godino, & Roa, 2004; Franklin & Mewborn, 2006; Stohl, 2005) have
drawn attention to the inefficacy of university programs in training PSTs in the areas of
statistics and probability. Thus, there is a significant need to investigate PSTs’ under-
standing of statistics and probability in order to eventually help educators evaluate their
ability to teach these subjects.

Determining what teachers need to know in order to teach school mathematics has
been an important area of mathematics education research (Bradshaw, Izsák, Templin,
& Jacobson, 2014). Although researchers (e.g. Ball, Lubienski, & Mewborn, 2001;
Hill, Schilling, & Ball, 2004) have conducted studies to understand teachers’ knowl-
edge for teaching mathematics, only a few recent studies (e.g. Baumert et al., 2010;
Hill, Rowan, & Ball, 2005) have attempted to measure the link between teachers’
mathematical knowledge and student achievement (Bradshaw et al., 2014). However,
the measures used in these studies have relied upon unidimensional item response
theory (IRT) models, which are not that useful in identifying the multidimensional
characteristics of a research topic (Bradshaw et al., 2014). Therefore, inspired by the
recent developments in measuring teachers’ knowledge, the goal of the current study is
to develop a multidimensional test to examine knowledge that PSTs have of statistics
and probability contents.

This study investigates Turkish preservice middle school mathematics teachers’
mastery of four fundamental cognitive skills, which are also referred to as attributes,
that are required in solving middle school statistics and probability problems. These
four cognitive skills are determined as follows: representing and interpreting data,
drawing inferences about populations based on samples, selecting and using appropri-
ate statistical methods to analyze data, and understanding and applying basic concepts
of probability. Furthermore, this study provides diagnostic feedback on the PSTs’
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particular strengths and weaknesses by analyzing their responses to various statistics
and probability problems using the log-linear cognitive diagnosis model (LCDM) (e.g.
Henson, Templin, & Willse, 2009).

Background

Literature Review

Students’ and PSTs’ errors and difficulties in statistics and probability have been
reported in the literature. Studies that have focused on the development of students’
statistical reasoning and their understanding of statistical concepts have revealed many
difficulties even with moderately elementary concepts (Garfield & Ben–Zvi, 2008).
Regarding these difficulties, researchers (e.g. delMas, Garfield, Ooms, & Chance,
2007; Shaughnessy, 2007) noted that Bideas of probability and statistics are very
difficult for students to learn and often conflict with many of their own beliefs and
intuitions about data and chance^ (Garfield & Ben–Zvi, 2008, p. 51). For instance,
students were reported to have difficulty reading and interpreting data (e.g. Curcio,
1987; delMas, Garfield, & Ooms, 2005; Li & Shen, 1992), understanding the measures
of central tendency and measures of spread (e.g. Brown & Silver, 1989; Zawojewski &
Heckman, 1997; Zawojewski & Shaughnessy, 2000), and understanding dependent and
independent events and calculating the probability of these events (e.g. Dereli, 2009).

Similar to students, both PSTs and in-service teachers experience Bmany difficulties
understanding and teaching core ideas of probability and statistics^ (Garfield & Ben–
Zvi, 2008, p. 34). In fact, as stated by Garfield and Ben-Zvi (2007), inappropriate
reasoning about statistical concepts and ideas is widespread and similar at all age levels,
and changing this inappropriate reasoning is quite difficult, even after an instruction to
statistics has been provided. Moreover, Garfield and Ahlgren (1988) stated that the
majority of university students fail to understand many of the concepts they are
studying in introductory statistics courses. For example, on a college-level statistics
course, Mathews and Clark (2003) interviewed eight A-grade PSTs and observed the
PSTs’ lack of understanding when it came to mean (confusing mean with mode) and
standard deviation concepts and their heavy reliance on algorithmic procedures. Sim-
ilarly, O’Connell (1999) observed university students’ misjudgments on independent
events and their misrepresentation of problem situations when calculating the
probability of dependent and independent events. Moreover, Leavy (2010) reported
PSTs’ difficulties developing pedagogical contexts for advancing their future students’
informal inferential reasoning. In addition, while reporting in-service teachers’ diffi-
culties, Stohl (2005) noted Bconceptual complexity of probability as a major issue for
the development of teachers’ knowledge^ (p. 350).

Besides detecting students’ difficulties in statistics and probability, in recent years,
there has been significant attention paid to determining teachers’ mathematical knowl-
edge for teaching (Fennema & Franke, 1992). Regarding teachers’ knowledge in
statistics and probability, several researchers (e.g. Burgess, 2007; Groth, 2007; Groth
& Bergner, 2006; Lee & Hollebrands, 2011) have attempted to determine the statistical
knowledge needed for teaching. Although these studies provided valuable information
on the knowledge required for teaching statistics and probability, they did not aim at
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offering constructive feedback to teachers in terms of understanding which parts of this
multifaceted domain they were strong or weak. Thus, this study examines the knowl-
edge that PSTs need for teaching middle school statistics and probability topics and
provides diagnostic feedback for their particular strengths and weaknesses.

Cognitive Diagnosis Models

For many years, researchers have been employing traditional testing and assessment
techniques in order to obtain examinees’ total, average, or individual scores to assess
their knowledge (Ranjbaran & Alavi, 2017; Sen & Arican, 2015). Although these
scores provide useful insights into the examinees’ overall performance in terms of
subject areas, they offer no diagnostic information about their strengths and weaknesses
in these subject areas. Therefore, in recent years, researchers have been using cognitive
diagnosis models (CDMs) to obtain diagnostic information about students’ and
teachers’ test scores (Templin & Bradshaw, 2013).

CDMs, also known as diagnostic classification models (DCMs), are a family of psycho-
metric models that categorize examinees as either a master or nonmaster of an attribute,
which is a categorical latent variable, according to their test item responses. BCDMs predict
the probability of an observable categorical response from unobservable (i.e. latent) cate-
gorical variables^ (Ravand & Robitzsch, 2015, p. 2). The term attribute is used to define
cognitive skills required in solving a specific item (Common Core State Standards Initiative,
2010). The intent of CDMs is to provide diagnostic feedback with regard to these carefully
defined attributes (Bradshaw et al., 2014).

CDMs can be grouped into three categories: compensatory models, noncompensatory
models, and general models (Table 1). In the compensatory models (e.g. DINO, C-RUM),
mastery of one or some of the attributes required to achieve a correct answer can compensate
for nonmastery of the remaining attributes. Hence, mastery of at least one attribute is
necessary to achieve a correct answer. On the other hand, in the noncompensatory models
(e.g. DINA, NC-RUM), the lack of mastery of one attribute cannot be completely compen-
sated by the mastery of the remaining attributes in terms of item performance. Therefore,
possession of all attributes is required to achieve a correct answer. However, the general
models (e.g. GDM, LCDM, G-DINA) allow for both compensatory and noncompensatory
relationships within the same test (Ravand & Robitzsch, 2015).

In the current study, the statistical reasoning test (SRT) was developed from the
perspective of a general CDM, using the LCDM (Henson et al., 2009). Using a
generalized linear model, the LCDM maps item responses onto latent attributes
(Bradshaw et al., 2014) and therefore helps researchers in detecting patterns of attribute
mastery. The LCDM provides more flexibility to the researchers because it can model
attribute effects on each item response in a compensatory or noncompensatory manner,
which depends on the size and direction of the LCDM item parameters (Bradshaw
et al., 2014). Hence, we decided to develop the SRT from the LCDM perspective. The
LCDM estimates the probability of an examinee’s (e) correct response for an item (i),
which measures two attributes (αe1and αe2) by applying the following equation:

ln
P X ei ¼ 1jαeð Þ
P X ei ¼ 0jαeð Þ

� �
¼ λi;0 þ λi;1 1ð Þ αe1ð Þ þ λi;1 2ð Þ αe2ð Þ þ λi;2 1*2ð Þ αe1αe2ð Þ ð1Þ
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In Eq. 1, the parameter λi, 0 is the intercept of the LCDM and represents the predicted
log-odds of a correct response for examinees who have not mastered Attribute 1 or
Attribute 2 (Bradshaw et al., 2014). Parameter λi, 1(1) is the simple main effect that
represents the predicted log-odds of a correct response for examinees who have
mastered Attribute 1, but not Attribute 2. Similarly, parameter λi, 1(2) is the simple main
effect that represents the predicted log-odds of a correct response for examinees who
have mastered Attribute 2, but not Attribute 1. Finally, parameter λi, 2(1 ∗ 2) is the
interaction effect that represents the predicted log-odds of a correct response for
examinees who have mastered both Attribute 1 and Attribute 2.

In recent years, some studies (e.g. Choi, Lee, & Park, 2015; Dogan & Tatsuoka,
2008; Im & Park, 2010; Lee, Park, & Taylan, 2011; Sen & Arican, 2015; Toker &
Green, 2012) have compared students’ performance within international large-scale
assessments using CDMs. Two of these studies, Dogan and Tatsuoka (2008) and Sen
and Arican (2015), focused on understanding Turkish students’ performance in math-
ematics. Dogan and Tatsuoka (2008) compared Turkish and American 8th grade
students’ responses to mathematics questions from the Third International Mathematics
and Science Study-Repeat (TIMSS-R) 1999. Similarly, Sen and Arican (2015) com-
pared Turkish and South Korean 8th grade students’ performance on the TIMSS 2011.
Both studies noted that Turkish students were weak in statistics and probability in
comparison with their American and Korean peers. In addition, they reported Turkish
students’ weaknesses in solving open-ended problems. Therefore, the authors of the
current study decided to investigate Turkish PSTs’ understanding of statistics and
probability.

Table 1 Types of cognitive diagnosis models

CDM type Examples Description Author(s)

Compensatory (a) Deterministic input,
noisy-or-gate model
(DINO)

Mastery of one or some attributes
required to achieve a correct answer
can compensate for nonmastery of
other attributes (possession of at least
one attribute is enough for mastery of
an item).

Templin and
Henson (2006)

(b) Compensatory
reparameterized
unified model
(C-RUM)

Hartz (2002)

Noncompensatory (a) Deterministic input,
noisy-and-gate model
(DINA)

In noncompensatory models, lack of
mastery of one attribute cannot be
completely compensated by mastery
of other attributes in terms of item
performance (possession of all
attributes is required for mastery of an
item).

Junker and Sijtsma
(2001)

(b) Noncompensatory
reparameterized
unified model
(NC-RUM)

DiBello, Stout, and
Roussos (1995);
Hartz (2002)

General (a) General diagnostic
model (GDM)

Allows for both compensatory and
noncompensatory relationships.

von Davier (2005)

(b) Log-linear cognitive
diagnostic model
(LCDM)

Henson et al.
(2009)

(c) Generalized DINA
(G-DINA)

de la Torre (2011)
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Methods

Test Development and Participants

The first phase of the quantitative part of this current study included the development of
a preliminary SRT. In order to develop this test, first, we determined the critical
cognitive skills required in solving middle school statistics and probability problems.
In doing so, we examined the relevant published literature, the Turkish middle school
mathematics curriculum, and we referred to the TIMSS 2011 framework, the Common
Core State Standards (CCSS), and the National Council of Teachers of Mathematics
(NCTM) standards. Hence, we were able to determine a list of skills (Table 2), some of
which are presented as our sub-attributes. Next, we obtained two mathematics teachers’
opinions on this list of skills, who provided feedback on the suitability of these skills
based on the teaching and learning standards of the Turkish middle school curriculum.
Furthermore, we sought constant feedback from a psychometrician with regard to the
test development procedure.

After receiving expert feedback, we determined the four core skills (Table 2) that
served as our attributes. Finally, we designed a preliminary test, which included 20
multiple-choice and five open-ended items, around the four attributes by following the
problem examples provided in the Turkish middle school grades’ mathematics curric-
ula, Turkish national tests, and the TIMSS 2011 study. Thus, we were able to obtain
construct validity evidence for the preliminary SRT. One of the strengths of CDMs is
that they provide highly reliable examinee estimates with a small number of items.

In the second phase, conducted during the Spring 2016 semester, the preliminary
SRTwas administered to 79 PSTs enrolled at a university located in central Turkey. The
PSTs participated on a voluntary basis, and small incentives were provided in recog-
nition of their participation. The purpose of testing the PSTs with the preliminary SRT
was to detect any problems with the items. In our analysis, we detected issues with five
items, which suggested that removing these items would improve the overall quality of
the SRT. Two items did not discriminate between the higher and lower performing
groups in which the item discrimination indices were calculated as .11 and − .02,
respectively. Using a discrimination cutoff score of .20, we discarded these two items.
Moreover, two items were considered to be too difficult (i.e. difficulty indices were .20
or below) in which item difficulty indices were calculated as .16 and .08, respectively.
Finally, one item was too easy in which the item difficulty index was calculated as .87
(revising items with item difficulty index .80 or above suggested). Thus, we also
removed these three items in the final form of the SRT.

Using the four attributes in Table 2, the final test items were independently coded for
their measured attribute by three mathematics educators and two middle school math-
ematics teachers with 5 and 8 years of teaching experience. This step of the study was
crucial because according to Rupp and Templin (2008), correct alignment of items with
attributes helps researchers obtain CDM classification accuracy. Three mathematics
educators and two mathematics teachers were trained about the coding process. We
obtained our Q-matrix (Tatsuoka, 1985), which expressed the item-attribute alignment,
using the independent codes received from the three mathematics educators and the two
mathematics teachers. In the Q-matrix, code B1^ represents an item measuring corre-
sponding attribute(s), whereas code B0^ represents an item not measuring
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corresponding attribute(s). In the Q-matrix, code B1^ was applied where at least three
coders agreed that an item measured the corresponding attribute, else a code B0^ was
applied for that attribute. Therefore, in the final SRT, five items measured three
attributes, seven items measured two attributes, and eight items measured a single
attribute.

In the last phase of the study, conducted during the Fall 2016 semester, we
administered the final form of the SRT, which included 15 multiple-choice and five
open-ended items, to 456 PSTs (315 females, 108 males, and 33 gender unspecified)
from four Turkish universities. Among these 456 PSTs, 106 were freshmen (1st year),
150 were sophomores (2nd year), 158 were juniors (3rd year), and 42 were seniors (4th
year). The four universities were located in three different regions of Turkey. Moreover,
the universities had different academic rankings (one was high-ranking, one was low-
ranking, and two were of moderate-ranking). When deciding the academic ranking of
these four universities, we considered the last 5 years’ average university entrance
scores of their students. In 2016, there were a total of 67 state universities with a middle
school mathematics teacher education program in Turkey. According to the students’
average university entrance scores, we randomly chose one university from the top 17

Table 2 Critical skills (attributes) required in solving Turkish middle school statistics and probability
problems

Attributes

A1. Representing and
interpreting data.

A2. Drawing inferences
about populations
based on samples.

A3. Selecting and
using appropriate
statistical methods
to analyze data.

A4. Understanding and
applying basic concepts of
probability.

Sub-attributes

A1.1. Reading,
organizing, and
displaying data.

A1.2. Representing
and interpreting data
using appropriate
representation
methods.
A1.3. Interpreting
categorical and
quantitative data.

A1.4. Collecting,
organizing, and
displaying relevant
data to answer
questions.

A2.1. Making
inferences based on
data.

A2.2. Using random
sampling to draw
inferences about a
population.

A2.3. Drawing informal
comparative
inferences about two
populations.

A2.4. Making
inferences and
justifying
conclusions.

A2.5. Developing and
evaluating inferences
and predictions that
are based on data.

A3.1. Explaining and
calculating
measures of central
tendency and
dispersion.

A3.2. Summarizing
and describing
distributions.

A3.3. Investigating
patterns of
association in
bivariate data.

A3.4. Developing an
understanding of
statistical thinking
and variability.

A4.1. Explaining an event and
the probability of its
occurrence.

A4.2. Investigating chance
processes and developing,
using, and evaluating
probability models.

A4.3. Explaining dependent
and independent events and
calculating probabilities of
these events.

A4.4. Explaining permutation
and combination concepts
and calculating permutation
and combination in a given
event.

A4.5. Understanding
conditional probability and
the rules of probability.

A4.6. Using the rules of
probability to compute
probabilities of discrete and
compound events.

A4.7. Using probability to
make decisions.
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universities, two universities that were ranked from 18 to 50, and one university from
the lowest ranked 17 universities. The PSTs’ correct and incorrect responses to the test
items were coded 1 and 0, respectively, and missing responses were coded as 9.

Sample Items

Two items, Item 1 and Item 18, were selected as examples. In Item 1, the PSTs
calculated the probability of a mouse who wanted to find some cheese located at the
end of a maze. In this item, we expected the PSTs to understand that the mouse chose
paths in the maze with equal likelihood. According to our Q-matrix, this item measured
Attributes 1, 2, and 4 (see Table 3). In order to solve this item, first, the PSTs needed to
interpret the information provided in the figure and draw inferences from it. Next, they
were required to understand and apply the basic concepts of probability. In this item, an
expert PST, who had mastered all three attributes, could see that the mouse had to
choose one of the three paths first, and then chose one of the two paths. Therefore,
applying the basic concept of probability, a person could recognize that multiplying
one-third by one-half would eventually yield the correct answer.

In Item 18, which was an open-ended item, the PSTs calculated the probability of
having at least one adult and one child in a group of four people randomly selected
from a pool of six adults and four children. According to the Q-matrix, this item only
measured Attribute 4, understanding and applying the basic concepts of probability.
Hence, in order to solve this item, the PSTs had to calculate the possible outcomes of
selecting at least one adult and one child from the pool of six adults and four children.
Next, they had to divide this number by the total number of possible outcomes in order
to calculate the probability.

Results

In the current study, estimates from the data were calculated using Mplus 6.12 (Muthen
& Muthen, 1998–2011) statistical software. We conducted the LCDM analysis in
Mplus using the Q-matrix and coded responses. The LCDM code for the Mplus was
generated using the BMplus Input Generator,^ which was written by Dr. Olga Kunina-
Habenicht in order to be used with the R 3.3.3 program (R Core Team, 2017). The first

Table 3 The Q-matrix

Attributes Items

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 Total

A1 1 0 0 1 0 0 1 0 0 1 1 1 1 0 0 1 1 0 0 0 9

A2 1 0 0 0 0 1 1 0 0 1 1 1 1 1 0 0 1 0 0 1 10

A3 0 0 0 0 0 1 0 0 0 1 1 1 0 1 0 1 0 0 1 1 8

A4 1 1 1 1 1 0 1 1 1 0 0 0 0 0 1 0 0 1 0 0 10

Code B1^ represents items measuring the corresponding attribute. Code B0^ represents items not measuring
the corresponding attribute
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step of the data analysis was to determine the best-fit LCDM model. To determine this
best-fit model, we compared several log-linear structural model parameterizations. In
Table 4, we provide model comparison indices for three LCDMs. Model A represents
the one-way structural model, Model B represents the two-way structural model, and
Model C represents the three-way structural model. Model A only included intercepts
(i.e. λi, 0 in Eq. 1) and the main effects (i.e. λi, 1(1) and λi, 1(2)), whereas Model B
included intercepts, main effects, and two-way interaction effects (i.e. λi, 2(1 ∗ 2)), and
Model C, which was the full model, included intercepts, main effects, and both two-
and three-way interaction effects.

Conducting a chi-square difference test using the log-likelihood values with the
MLR (Maximum Likelihood Robust) estimator (Satorra & Bentler, 2010), these three
models were compared with each other. According to Werner and Schermelleh-Engel
(2010), a significant chi-square difference (p < .05) suggests that the larger model with
more freely estimated parameters (i.e. main, two-way, and three-way interaction effects)
would better fit the data than the smaller model with less freely estimated parameters.
Although an insignificant p value indicates that both models statistically fit the data
relatively well, Rupp, Templin, and Henson (2010) suggest that information criteria
(i.e. AIC and BIC) should be used to select the most parsimonious model.

Based on the explanations above, Table 4 suggests that Model B fits the data better
than Model A (p = .000 < .05). Next, comparing Model B with Model C, we deter-
mined that Model B was a better fit for the data than Model C (p = .127). Therefore, we
decided that Model B was a better fit for the data than the one-way and three-way
structural models. Model B included all main and two-way interaction effects. The next
step was to remove nonsignificant two-way interaction effects, which did not contribute
to the estimation of attribute mastery profiles, in order to determine the best-fit model
within Model B. In Model B, there were a total of 22 two-way interaction effects, and
the LCDM analysis showed that 14 of them were nonsignificant. Hence, we removed
these two-way interaction effects one by one, starting from the interaction effect with
the highest p value. After removing the interaction effect with the highest p value, we
ran the model again and checked the model fit indices (i.e. AIC, Akaike’s information
criteria; BIC, Bayesian information criteria; and SSA BIC, sample size adjusted
Bayesian information criteria) in order to determine if removing this interaction effect
improved the model fit. If this new model yielded smaller AIC, BIC, and SSA BIC
indices, then we proceeded with this new model. We observed that removing 14

Table 4 Model modifications and fit indices for one-way, two-way, and three-way models and the final model

Model Description AIC BIC SSA BIC LL NPR Chd df p

A One-way structural model 10,059.03 10,355.85 10,127.35 − 4957.51 72 – – –

B Two-way structural model 10,042.48 10,429.99 10,131.67 − 4927.23 94 37.98 1 .000

C Three-way structural model 10,050.63 10,458.75 10,144.56 − 4926.31 99 2.33 1 .127

X Best-fit model 10,004.24 10,288.69 10,069.71 − 4933.12 69 – – –

AIC, Akaike’s information criteria; BIC, Bayesian information criteria; SSA BIC, sample size adjusted
Bayesian information criteria; LL, log-likelihood; NPR, number of estimated parameters; Chd, chi-square
difference; df, degrees of freedom
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nonsignificant two-way interaction effects improved the model fit; thus, only eight two-
way interaction effects were found to be significant.

In the last step, nonsignificant main effects were removed. In Model B, there were
37 main effects, and 11 of these main effects were found to be nonsignificant (Item 4:
Attribute 4; Item 6: Attribute 3; Item 7: Attribute 2; Item 10: Attributes 1 and 3; Item
11: Attributes 1 and 2; Item 12: Attributes 2 and 3; Item 16: Attribute 3; and Item 20:
Attribute 2). The analysis suggested that removing these nonsignificant main effects
would improve the model. Thus, by removing these nonsignificant main effects, we
obtained our best-fit model, which we called Model X. Model X estimated 69 free
parameters, and model fit indices are presented in Table 4. In Model X, we had a total
of 190 ¼ 19�20

2 pairs of items to examine. Item pairs with chi-square values exceeding
3.84 indicated a misfit, because at an alpha level of .05, the chi-square value should be
equal to 3.84 (N = 456 and df = 1). Bivariate model fit information showed that 14 item
pairs (7.36%) had significant misfit values. When examined these significant misfit
values, there was no indication that a single item was responsible for several of the
misfit pairs. Thus, the bivariate analysis did not suggest misfit issues with any particular
item.

The LCDM places test-takers into some latent classes based on their mastery of
attributes. In the current study, there were 24 = 16 distinct latent classes because four
attributes were estimated. Class counts (i.e. numbers of PSTs belonging to each class)
and proportions for the latent classes based on the estimated model are presented in
Table 5. The LCDM provides class counts in decimals. Hence, we rounded up these

Table 5 Class counts and proportions for latent classes based on the estimated model

Class Attribute profile Counts Proportions

1 0000 5 .011

2 0001 2 .004

3 0010 93 .204

4 0011 0 .000

5 0100 0 .000

6 0101 0 .000

7 0110 61 .134

8 0111 0 .000

9 1000 36 .079

10 1001 142 .311

11 1010 19 .042

12 1011 29 .063

13 1100 46 .101

14 1101 8 .018

15 1110 1 .002

16 1111 14 .031

Codes with four numbers in each attribute profile show the PSTs’ mastery of Attributes 1 through 4. For
example, attribute profile 0101 indicates the PSTs’mastery of Attributes 2 and 4, and nonmastery of Attributes
1 and 3
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decimals to the closest whole number. As can be ascertained from Table 5,
approximately 142 PSTs (31.1%) belonged to the Latent Class 10, which indicated
mastery of Attributes 1 and 4; whereas, roughly 93 PSTs (20.4%) belonged to the
Latent Class 3 that showed their mastery of Attribute 3. Moreover, about 61 PSTs
(13.4%) belonged to the Latent Class 7 that showed their mastery of Attributes 2 and 3.
On the other hand, only 14 PSTs (3.1%) mastered all four attributes, and five PSTs
(1.1%) did not master any of the four attributes. In addition, none of the PSTs belonged
to the Latent Classes 4 (0011), 5 (0100), 6 (0101), and 8 (0111). This result suggested
that none of the PSTs mastered Attribute 2 alone, Attributes 3 and 4 together, Attributes
2 and 4 together, or Attributes 2, 3, and 4 together. Using the proportions in Table 5, we
calculated that 98.97% of the PSTs who had mastered Attribute 4 also had mastered
Attribute 1. On the other hand, only 11.28% and 22.05% of the PSTs who had mastered
Attribute 4 also had mastered Attributes 2 and 3, respectively. Furthermore, 53.07%
and 58.4% of the PSTs who had mastered Attribute 2 also had mastered Attribute 1 and
Attribute 3, respectively. In addition, 29.03% of the PSTs who had mastered Attribute 3
also had mastered Attribute 1.

We calculated attribute mastery using proportions in Table 5. Accordingly, Table 6
shows that 64.7% of the PSTs mastered Attribute 1, 28.6% of the PSTs mastered
Attribute 2, 47.6% of the PSTs mastered Attribute 3, and 42.7% of the PSTs mastered
Attribute 4. Table 6 suggests that although many PSTs were able to represent and
interpret data, they had difficulty especially in drawing inferences about populations
based on samples. Moreover, more than half of the PSTs had difficulty selecting and
using appropriate statistical methods when analyzing data and understanding and
applying the basic concepts of probability. Furthermore, using the DCM measure of
reliability from Templin and Bradshaw (2013), we calculated reliability of these
attribute mastery classifications. This measure relies upon Bthe correlation of mastery
statuses between two hypothetical independent administrations of the same test^
(Templin & Bradshaw, 2013, p. 259). Reliability indices in Table 6 show that the
SRT was a highly reliable source in estimating the PSTs’ mastery of the attributes.

When developing a test from the perspective of classical test theories, item analysis
needs to be performed in order to detect problematic items by examining item difficulty
and discrimination, and there is a need to sustain overall reliability of the test. Because
DCMs are designed for diagnostic purposes (not specifically designed for measuring
individuals’ success rates in a test), they use different measures for defining an item as
good or bad. According to DCMs, a reliable test is one that correctly estimates
examinees’ profiles (Templin, 2008). DCMs examine test quality by determining
item-attribute discrimination indices (e.g. Henson & Douglas, 2005; Henson,
Roussos, Douglas, & He, 2008) that highlight how well an item estimates the required
attribute or attributes. Using an executable DCM file specifically designed to determine

Table 6 Proportions of the attribute mastery and attribute classification reliabilities

Attribute 1 Attribute 2 Attribute 3 Attribute 4

Mastery .647 .286 .476 .427

Reliability .89 .82 .83 .90
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item-attribute discrimination indices, we calculated item difficulty and item-attribute
discrimination indices of the SRT items.

The item difficulty index, which ranges between 0 and 1, expresses the proportion of
students that answered an item correctly. Where the index is close to 0, this depicts that
an item is difficult, whereas an index value close to 1 indicates that an item is easy. In
the current study, the item difficulty index ranged between .13 and .86, with a mean of
.49 (with nine medium difficulty items [index values between .40 and .60], six difficult
items [index values less than .40], and five easy items [index values more than .60]).
Hence, there was a good balance among the items in terms of their level of difficulty.
On average, while 52.07% of the PSTs were able to solve multiple-choice items, 38.6%
of them solved open-ended items. In the SRT, Item 18 was perceived as the most
difficult item, which was solved by only 13% of the PSTs. On the other hand, Items 6
and 13 were regarded as relatively easy items, having been answered correctly by 86%
and 82% of the PSTs, respectively. As the purpose of the SRT was to determine the
PSTs’ strengths and weaknesses and did not aim to measure their academic achieve-
ment, no high or low level outliers were deleted at this level (Table 7).

Rather than providing classical item discrimination indices, CDMs provide item-
attribute discrimination indices that express how well an item discriminates between
masters and nonmasters of an attribute. If the item-attribute discrimination index is 0,
masters and nonmasters of attribute(s) have the same probability of answering the item
correctly. Furthermore, an item-attribute discrimination index with a value of 1 indi-
cates that the correct answer rate is higher for masters of the attribute(s). On the other
hand, a negative index indicates that the correct answer rate is higher for nonmasters of
the attribute(s). Although there is no clear cutoff score mentioned in the literature for
determining poor discrimination indices, de la Torre (2008) stated a discrimination
index of .31 as being low. The item-attribute discrimination indices in Table 8 show that
except for Items 6, 15, and 18, the remaining items discriminated well between masters
and nonmasters of an attribute. Therefore, as required, while the masters of attribute(s)
tended to answer the items correctly, nonmasters tended to answer them incorrectly.

The item parameter estimates, standard errors, and estimated probabilities are
provided in Table 9. Parameter λi, 0 is the intercept and represents the predicted log-
odds of a correct response for examinees who did not master any of the required

Table 7 Item difficulty indices

Items 1 to 15 are multiple-choice,
and Items 16 to 20 are open-
ended

Item Index Item Index

Item 1 .50 Item 11 .75

Item 2 .43 Item 12 .68

Item 3 .46 Item 13 .82

Item 4 .57 Item 14 .52

Item 5 .44 Item 15 .23

Item 6 .86 Item 16 .56

Item 7 .33 Item 17 .53

Item 8 .67 Item 18 .13

Item 9 .31 Item 19 .29

Item 10 .24 Item 20 .42
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attributes for an item. We calculated estimated probabilities using these parameter
values. Table 9 shows that 89.2% of the nonmasters of any attributes were able to
solve Item 6, and 83.5% and 81.9% of them solved Items 14 and 11, respectively.
According to Table 7, Items 6 and 11 were easy items, and Item 14 had a medium
difficulty. Moreover, estimated probabilities in Table 9 also show the nonmasters’
difficulties in solving Items 18 and 9 that were solved by only 5.5% and 14.4% of
the nonmasters, respectively. In Table 7, both items were determined as difficult items.
Thus, considering the nonmasters’ facility with solving easy items and difficulty with
solving challenging items, their success rates in solving the SRT items appeared to be
related to item difficulties.

One of the advantages of CDMs is that they can be used in providing diagnostic
feedback on individual performance. In CDMs, classifications of respondents into
latent classes are Bthe direct result of the application of a psychometric model^
(Rupp et al., 2010, p. 86). Mplus calculates posterior probabilities of the attribute
profiles for each respondent using an expected a posteriori (EAP) estimation and places
respondents into one of these latent classes based on these probabilities. However,
DCMs do not use a specific cutoff score when placing respondents into these latent
classes (Bradshaw, 2015). Hence, a model-internal latent class classification criterion is
used in DCMs (Rupp et al., 2010). Each respondent’s proportion of attribute mastery is
also estimated using these posterior probabilities. For instance, the proportion of
mastery for Attribute 1 can be estimated by the sum of posterior probabilities beginning

Table 8 Item-attribute discrimination indices

Item Attribute 1 Attribute 2 Attribute 3 Attribute 4

Item 1 .55 .63 .39

Item 2 .69

Item 3 .78

Item 4 .61 .56

Item 5 .86

Item 6 .27 .23

Item 7 .58 .45 .73

Item 8 .65

Item 9 .73

Item 10 .52 .45 .41

Item 11 .45 .43 .35

Item 12 .53 .55 .38

Item 13 .41 .38

Item 14 .75 .59

Item 15 .21

Item 16 .51 .54

Item 17 .44 .42

Item 18 .22

Item 19 .68

Item 20 .50 .63
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from Latent Class 9 and ending up with Latent Class 16 (see Table 5). Three PSTs’ item
responses and estimated proportions for attribute mastery are presented in Table 10.
Table 10 shows that PST 41 was able to correctly answer seven items, and among the
three PSTs, she obtained the lowest estimated attribute mastery proportions for Attri-
butes 1, 2, and 4. Nevertheless, she had an 80.2% chance of mastering Attribute 3,
which was higher than PST 256’s expected mastery of this attribute. Similarly, both
PST 193 and PST 256 obtained the same number of correct responses; however, PST
193 had higher estimated proportions for mastering all four attributes than PST 256.
Thus, proportions of attribute mastery may not depend on respondents’ number of
correct responses.

Discussion and Conclusions

The purpose of this study was to investigate Turkish preservice middle school math-
ematics teachers’ understanding of statistics and probability concepts, and to provide
diagnostic feedback on their strengths and weaknesses. By carefully examining the
current published statistics education literature, national and international standards,
and large-scale tests, we were able to determine a list of teacher skills (i.e. attributes)
that were deemed necessary for solving middle school statistics and probability prob-
lems in the Turkish middle school mathematics curricula. Among with these skills, we
determined four core attributes and developed a multidimensional test, the SRT, around
these four attributes. We were then able to provide diagnostically reliable interpretations
of the PSTs’ understanding of statistics and probability using the LCDM in analyzing
the PSTs’ responses to the SRT items. In this quantitative study, we described the
development of the SRTand explained the results that were subsequently obtained from
the application of the test.

Based on the PSTs’ mastery of four attributes, we provided cognitive feedback for
their particular strengths and weaknesses. The LCDM results suggested that although
many PSTs were able to master Attribute 1 (representing and interpreting data), most of
them especially experienced difficulty in mastering Attribute 2 (drawing inferences
about populations based on samples). Furthermore, more than half of the PSTs did not
master Attribute 3 (selecting and using appropriate statistical methods when analyzing
data) and Attribute 4 (understanding and applying basic concepts of probability). In
order to master Attribute 2, the PSTs were required to draw inferences for more general
situations. Similarly, the mastery of Attributes 3 and 4 required their recognition of
certain statistical formulas or rules and application of these formulas. Therefore,
Attributes 2, 3, and 4 entailed cognitively more challenging skills than Attribute 1.

Table 10 Three preservice teachers’ item response patterns and estimated proportions for attribute mastery

ID Response pattern P(Att1) P(Att2) P(Att3) P(Att4)

41 00000101001111*01000 .454 .413 .802 .011

193 101101*1111111110000 .988 .882 .931 .975

256 10110110111111010100 .983 .632 .768 .966
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Thus, this interpretation of attributes could explain the PSTs’ facilities with mastering
Attribute 1 and difficulties with mastering the remaining attributes.

Among the four attributes, the lowest proportion of mastery was for Attribute 2. This
finding suggested the PSTs’ weaknesses in drawing inferences about populations based
on samples. According to Table 9, except for Items 6 and 13, the mastery of Attribute 2
did not contribute enough to the PSTs’ success rates in solving the SRT items. Overall,
the PSTs’ weaknesses in mastering Attribute 2 appeared to be related to Attribute 2
involving utilization of a sophisticated reasoning, inferential reasoning. The sophisti-
cation of inferential reasoning stems from requiring PSTs to look at the data first in
order to identify underlying patterns and then to look beyond the data to draw
inferences (Leavy, 2010, p. 47). In agreement with this sentence, Leavy (2010) reported
the PSTs’ difficulties developing pedagogical contexts for advancing their future
students’ informal inferential reasoning. For her, the PSTs’ difficulties suggested issues
with their pedagogical content knowledge.

In terms of Attribute 3, although the calculation of the mean, mode, and median
values was expected to be easy for the PSTs, we recognized that many PSTs confused
the mode and median concepts with each other. For example, in Item 16, we presented
test scores of 10 students in a table and asked the PSTs to determine the mean, mode,
and median of these test scores. As indicated in Table 7, 44% of the PSTs could not
determine all three values. Similar to the findings of Mathews and Clark (2003), we
found that while many PSTs were able to calculate the mean, most of them had
difficulty determining the mode and median. As stated by Groth and Bergner (2006),
although calculating mean, mode, and median seems to be a simple activity for
teachers, they may lack the common knowledge (e.g. Hill et al., 2004) necessary to
compute these concepts. Therefore, this finding confirms difficulties that PSTs have in
understanding and teaching core ideas of probability and statistics (Garfield & Ben-Zvi,
2007) and suggests deficiencies in their content knowledge.

Regarding the PSTs’ mastery of Attribute 4, we observed that 98.97% of the PSTs
who had mastered Attribute 4 had also mastered Attribute 1. Hence, there was a high
positive association between the two attributes that shows the PSTs’ mastery of the two
attributes develop together. This result might have occurred due to the fact that the
mathematics curriculum provides experience with Attribute 1 before providing expe-
rience with Attribute 4. The LCDM analysis showed that 57.3% of the PSTs could not
master Attribute 4, and two of the most difficult items (i.e. Items 18 and 15) measured
this attribute. In Item 18, we recognized that although many PSTs were able to calculate
possible outcomes of selecting at least one adult and one child from a pool of six adults
and four children, they did not divide this number by the total number of possible
outcomes. Therefore, as stated by Stohl (2005), the conceptual complexity of proba-
bility was a major issue for the development of the PSTs’ mathematical knowledge.

We found that on average, the PSTs hadmore difficulty answering open-ended items than
multiple-choice items. Overall, Item 18 was the most difficult item, which was answered by
13% of the PSTs (see Table 7). Similarly, Dogan and Tatsuoka (2008) and Sen and Arican
(2015) also stated that Turkish 8th grade students experienced difficulties in solving open-
ended items. Hence, Turkish students’ and PSTs’ weaknesses indicated that both groups
were similar in terms of their ability to answer open-ended items. The open-ended items
were included in the SRT because by including these items, we expected to decrease the
guessing factor (Panackal & Heft, 1978) and obtain detailed information about their
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understanding. However, as stated by Haladyna, Downing, and Rodriguez (2002), well-
constructed multiple-choice items can also provide as much information about PSTs’
understanding as open-ended items. Therefore, both types of items were used in the SRT.

The item parameter estimates in Table 9 showed that Items 6, 11, and 14 had high
intercept values. A high intercept value suggests high correct response rates from examinees
who have not mastered any of the attributes. As previously explained, the high intercept
values of Items 6 and 11 appeared to be related to their item difficulty levels. Table 7 presents
that Items 6 and 11 were easy items. On the other hand, Item 14 had a medium difficulty.
However, as in Item 6, it estimated the PSTs’ abilities to make inferences about a given
sample, and both items could be answered without making any calculations. Thus,
nonsmasters appeared to solve these two items without requiring the knowledge of Attri-
butes 2 and 3.

Implications for Teaching and Suggestions

Due to classical test theories providing only a single overall score for each student, they
offer limited information about students’ strengths and weaknesses (Sen & Arican,
2015). Hence, in recent years, researchers have been paying more attention to CDMs in
order to provide diagnostic feedback on students’ performance. CDMs can also be used
in providing diagnostic feedback on individual performance as in Table 10. Therefore,
university educators and school teachers can use CDMs in detecting strengths and
weaknesses of individuals and can then provide diagnostic feedback if necessary.
University educators should work to expand PSTs’ knowledge of statistics and prob-
ability in order that they can develop meaningful understanding of these subjects. We
strongly believe that results obtained from CDM analysis may provide new insights
into PSTs’ understanding of statistics and probability concepts.

In Turkey, national tests that are conducted at the end of 8th and 12th grades only
included multiple-choice items for many years. Hence, teachers usually focus on teaching
rules and rote computations rather than developing their students’meaningful understanding
of mathematics. Therefore, Turkish PSTs’ weaknesses on the open-ended items might be a
reflection of the Turkish testing system.We should note that in the 2017 university entrance
exam, the national testing association decided to include open-ended items. Although
educators found the inclusion of open-ended items to be a promising step, they questioned
the quality and ratio of the number of open-ended items used. Thus, findings obtained from
research such as the current study can influence policymakers’ decision-making on curric-
ular choices and can therefore help policymakers in developing effective educational
systems.

In this study, we were unable to provide partial credits for the open-ended items.
Providing partial credits to the open-ended items could improve the overall reliability of
the attribute estimations. Moreover, this study was conducted with 456 PSTs from four
universities in Turkey. Therefore, further studies should examine PSTs’ understanding
of statistics and probability using a larger sample.
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