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A B S T R A C T   

In this study, we built a variety of Machine Learning (ML) systems over 23 different sizes of CH3NH3PbI3 
perovskite nanoparticles (NPs) to predict the atoms in the NPs from their geometric locations. Our findings show 
that a specific type of ML algorithms, tree-based models which are Random Forest (RF), Extreme Gradient 
Boosting (XGBoost), Decision Trees (DT), can perfectly learn CH3NH3PbI3 perovskite NPs. Surprisingly, some 
popular ML algorithms such as Naive Bayes (NB), Support Vector Machines (SVM), Partial Least Squares (PLS), 
Regularized Logistic Regression (LR), Neural Networks (NN), Stacked Auto-Encoder Deep Neural Network 
(DNN), K-Nearest Neighbor (KNN) fail to learn CH3NH3PbI3 perovskite NPs.   

1. Introduction 

In this new era, researchers have made many important discoveries 
across many disciplines using computational power with Machine 
Learning (ML) and data. ML has a significant contribution to reducing 
research costs and accelerating scientific discoveries. For these reasons, 
the researchers in the field of Material Science (MS) have recently aimed 
to integrate ML into MS to solve various compulsive research problems, 
e.g., performing basic data analysis [1–5]; discovering new materials 
such as crystal structures, perovskites, nanoparticles, nanoclusters and, 
etc., [6–9]. Additionally and most importantly, ML plays a key role in 
speeding up theoretical calculations [10–12]. In this context, more 
recent studies have been performed to predict structure [13], learn 
atoms from given a database of a material [14], develop inter-atomic 
potentials [15], and understand the structure–property relationships 
of materials, especially with large data sets, by ML models [16] and thus 
provide an important contribution to the process of materials design and 
discovery. 

In our previous studies, we have carried out ML systems over binary 
ZnO nanoparticles (NPs) [17] and ternary amorphous Mg-doped ZnO 
NPs [18] and explain what ML algorithms work best while learning the 
rare atoms, specifically Mg. In this work, we study the ML systems over 
multi-atoms structures, CH3NH3PbI3 perovskite NPs, which are mate
rials having desirable optical properties for photovoltaic applications 

[19], for the first time to the best of our knowledge. More clearly, we 
created ML models over twenty-three different sizes of CH3NH3PbI3 
perovskite NPs using Random Forest (RF), Extreme Gradient Boosting 
(XGB), Decision Trees (DT), Naive Bayes (NB), Monotone Multi-Layer 
Perceptron Neural Network (NN), Stacked Auto Encoder Deep Neural 
Network (DNN), Kernel Partial Least Squares (PLS), Support Vector 
Machines with Linear Kernel (SVM), Regularized Logistic Regression 
(LR) and K-Nearest Neighbor (KNN) algorithms. In this work, we report 
our interesting and surprising experimental findings regarding the 
structural properties of CH3NH3PbI3 perovskite NPs and the perfor
mance of the ML algorithms over CH3NH3PbI3 perovskite NPs. 

In the next section, we give a background on the tree-based ML al
gorithms and the paper continues with revealing the structural proper
ties of CH3NH3PbI3 perovskite NPs and the system architecture that we 
used from generating and processing the data to building ML systems. In 
Section 3, we present the experimental results. Lastly, the data and code 
are publicly accessible [20]. 

2. Background and related work: Tree-based Machine Learning 
algorithms 

The taxonomy of ML algorithms can be created in different ways, e. 
g., Bayesian models, mixture models, prototype models, rule-based 
models, etc. We divide the ML algorithms used in this study into two 
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groups as tree-based models; DT, XGB, RF, and non-tree-based models; 
NB, NN, DNN, PLS, SVM, LR, and KNN. Most algorithms other than tree- 
based models fail to learn CH3NH3PbI3 perovskite NPs. Therefore, we 
only focus on the background of the tree-based models in this section. 
Our previous work [18] gives a background on the non-tree-based ML 
models, e.g., polynomial models, kernel methods. A tree-based ML 
model can consist of a single decision tree or ensemble of decision trees. 
DT refers to a single decision tree model while RF and XGB are ensem
bles of decision tree models. A DT comprises of nodes and edges and is 
an acyclic directed graph where the graph is constructed from the top 
(the root node) to the bottom (the leaf nodes). Every node is connected 
to other nodes with at least two edges (except the root node). Each node 
is used to test an attribute of the instance and, edges correspond to the 
possible values for the attributes. The leaf nodes at the bottom of the tree 
are the predictions. 

A DT is trained as follows: The algorithm first picks the optimal 
attribute x★ among a set of input variables as the first node and parti
tions data. x★ is then used to create descendant nodes – one edge for 
each value of x★. x★ is chosen using a variety of metrics such as gini, 
information gain, entropy where each metric can lead to producing a 
different DT [21–24]. In the third step, the training data points are 
sorted to the leaf nodes. Lastly, the algorithms run until the training data 
points are perfectly classified. Otherwise, it iterates over new leaf nodes. 
In short, while training a DT, the data is recursively partitioned until the 
leaf nodes as pure as possible, i.e., the data points in each leaf node are 
from the same class. After building a DT over the training data, the DT is 
usually pruned to prevent the overfitting problem where the model 
performs well on the training data and fails over the test data. The 
pruning technique has a great impact on the performance of DTs [22]. A 
DT model which is built with randomly selected 0.5% of CH3NH3PbI3 
perovskite NPs is shown in Fig. 1 for demonstration purposes. Due to its 
simplicity, DT is among the most popular supervised ML algorithms [25] 
gives a survey of DT algorithms. 

RF and XGB are the decision tree ensembles and there are two 

important differences between the two. In RF, the trees are constructed 
with bagging i.e., independently of each other whereas XGB builds weak 
tree learners, i.e, in an additive manner (one tree a time). In tree en
sembles, the final decision is given by combining the predictions of all 
DT models (a.k.a., voting). XGB lets the trees vote along the way while 
RF lets all DTs vote at the end after building all trees. While building tree 
ensembles, each tree is built using a sample of the training data at each 
node. Thus, the sampling method is among the factors which determine 
the final DTs. The voting strategy is another factor that can change the 
final prediction, e.g., weighted/unweighted voting. For example, un
weighted voting gives equal weight to each DT model while determining 
the final decision. 

RF is used in solving a variety problems from many disciplines, e.g., 
remote sensing [26], land-cover classification [27], network intrusion 
detection system [28], automated sleep stage identification [29], etc. In 
RF, the trees are built using bootstrap sampling, and the error, corre
lation among the trees, and the strength of the DTs are estimated over 
the out of bag data, the data remaining from bootstrap sampling. The 
trade-off between the margin which shows how well a DT separates a 
correct class from an incorrect class and the correlations between the 
trees determines how well RF will perform. [30] is the first RF paper and 
[31] gives a review of RF algorithms. The popular approaches to 
improve RF; weighted voting and dynamic data reduction [32], through 
sampling [33], improving data [34], with clustering [35]. 

The stochastic gradient algorithm [36] improves [37], the first 
gradient boosting algorithm, for big data. Extreme Gradient Boosting 
(XGBoost/XGB) [38] is a scalable gradient tree boosting algorithm 
proven to work well in many areas, e.g., finance [39], bioinformatics 
[40], energy [41], music [42], etc. Unlike RF, the cost function given in 
Eq. (1) is solved in an additive manner. Because it is not possible to 
optimize Eq. (1) in Euclidean spaces using the traditional optimization 
methods. Eq. (1) can be solved using second-order approximation [43]. 

Fig. 1. A DT model obtained using 0.5% of the data of CH3NH3PbI3 perovskite nanoparticles.  
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Jt =
∑n

i=1
h(yi, ŷi

t− 1
+ ft(xi))+ω(ft) (1)  

where ŷi represents the prediction for the ith data point and 

ŷi =
∑K

k=1
fk(xi), fk ∈ F  

F = {f(x) = gq(x)}(q; Rm→T, g ∈ RT) represents the trees’ space. K; 
additive functions’ number, xi; ith data point, n; data size, m; input var
iables’ number, t; iteration number. q is the structure of the trees and fk 
is an output of an independent tree structure q with a leaf weight. h 
denotes a differentiable convex loss function and measures the differ
ence between the true model y and the predicted model ŷ. ω is the 
penalization parameter which is used to tune the complexity of the 
model and avoid the overfitting problem. 

3. Methodology and experimental results 

In this section, we first explain how we obtained CH3NH3PbI3 
perovskite NPs data set and analyze its structural properties and then 
describe our system architecture and share our findings. 

3.1. Data set of CH3NH3PbI3 perovskite nanoparticles 

As the data set, we used twenty-three CH3NH3PbI3 perovskite NP 
models whose sizes range from 0.8 to 3.0 nm. As an example, Fig. 2 
shows the initial structures of 0.8, 1.1, 1.4, 2.1 and 3.0 nm sizes of 
CH3NH3PbI3 perovskite NPs. The crystal structure of CH3NH3PbI3 is 
taken from Ref. [44]. All of CH3NH3PbI3 NP models were carved from a 
bulk 30  × 30  × 30 supercell. The radius of the NPs is adjusted to a 
preferred value, and only atoms within that sphere are regarded, 
whereas others (outside the sphere) are removed. Due to their size, each 
of these NPs includes a different number of Carbon (C), Hydrogen (H), 
Nitrogen (N), Lead (Pb) and Iodine (I) atoms. In Fig. 3, we demonstrate 
how the atom numbers of each element change depending on the size 

and we note that each of CH3NH3PbI3 perovskite NPs includes more H 
atoms than any other atoms due to its concentration. After the H atom, 
we observe that the I atom is the second dominant atom. The amount of 
N, Pb and C atoms in each NPs are relatively the same. Fig. 3 also reveals 
that the amount of each atom always almost increases while the size of 
CH3NH3PbI3 perovskite NPs is increased. For better comparison, we give 
Table 1 which shows exact atom numbers of each element in each 
CH3NH3PbI3 perovskite NP. The smallest and largest CH3NH3PbI3 
perovskite NPs have 108 and 5486 atoms, respectively. The final data set 
includes 43570 atoms and around half of the atoms belong to H, 25% of 
them are I. The remaining atoms are equally found. As the last figure of 
the data set, In Fig. 4, we visualize the statistical properties of variables 

Fig. 2. The initial structures of CH3NH3PbI3 perovskite nanoparticle models 
with 0.8, 1.1, 1.4, 2.1 and 2.8 nm, respectively (C is brown, H is pink, N is blue, 
Pb is grey and I is purple). 

Fig. 3. The variations of number of atoms in each CH3NH3PbI3 perovskite 
nanoparticle in terms of the size. 

Table 1 
A comparison of numbers of atoms in the CH3NH3PbI3 perovskite nanoparticles 
depending on the size.  

Size (nm) C H N Pb I Total Atom Number 

0.8 7 54 7 8 32 108 
0.9 15 77 13 8 36 149 
1.0 19 114 19 8 48 208 
1.1 23 136 23 32 60 274 
1.2 28 164 28 32 98 350 
1.3 32 198 32 32 108 402 
1.4 41 270 45 56 144 556 
1.5 61 358 65 56 162 702 
1.6 81 442 77 56 199 855 
1.7 81 498 81 88 250 998 
1.8 89 564 89 88 295 1125 
1.9 110 676 110 136 338 1370 
2.0 139 813 137 136 412 1637 
2.1 159 948 159 160 460 1886 
2.2 175 1082 178 160 527 2122 
2.3 202 1239 205 208 624 2478 
2.4 247 1339 241 222 696 2805 
2.5 252 1575 252 280 782 3141 
2.6 285 1750 287 304 908 3534 
2.7 337 1967 337 310 1002 3953 
2.8 373 2259 373 360 1100 4465 
2.9 421 2494 423 432 1196 4966 
3.0 461 2737 455 464 1369 5486  
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of the CH3NH3PbI3 perovskite NPs, e.g., bi-variate correlations, bi- 
variate distributions, etc. V2, V3, and V4 represent the 3D geometric 
locations of the atoms (x, y, z, respectively). Fig. 4 reveals that the 
variables are linearly uncorrelated and, bi-variate distribution of atoms 
on each dimension looks like a Gaussian. 

3.2. Building Machine Learning systems for multi-atoms structures: 
CH3NH3PbI3 perovskite nanoparticles 

The experimental part of this study is completed in two main steps. 
The first step covers the data-related operations, i.e., obtaining 
CH3NH3PbI3 perovskite NPs, processing and analyzing the data, creating 
the optimal data set for our research problem (see (A) in Fig. 5). In Fig. 5, 
each Δ represents a CH3NH3PbI3 perovskite NPs. At the end of the first 
step, all the Δ’s are combined. The second step includes the ML related 
processes (See (F) in Fig. 5). We first partitioned the data obtained from 
the first step with bootstrap sampling as the training and test data sets. 
The training data set has 75% of the data from the first step whereas the 
test data include 25% of it. The distributions of atoms in the data from 
the first step, training and test data sets are the same. The ML models 
were built over the training data set and each optimized model with the 
optimized parameters for each algorithm is run against the test data to 
observe the real-world performance of each algorithm. We made use of 
10- fold cross-validation while optimizing the parameters of each algo
rithm over the training data and measuring the performances of the best 
models for each algorithm over the test data. 

While comparing the performances of the ML algorithms, we use 
Precision-Recall and Area Under the Curve (AUC) – Receiver Operating 
Characteristics (ROC) Curves. The AUC demonstrates the goodness of the 
ML models and ROC is a probability curve. Thereby, we prefer the ML 
models with the highest AUC. The tradeoff between the true positive 

rate and positive predictive for the classifiers is usually observed using 
the Precision-Recall Curves. In Figs. 6 and 7, we give the ROC and 
Precision - Recall curves for the algorithm which performed the best and 
is RF while in Figs. 8 and 9, we show similar curve plots for the algo
rithm which performed the worst and is KNN. We provide similar curve 
plots for the rest of the ML algorithms as supplementary material for the 
flow of the article. The AUC values are reported in Table 2 for each ROC 
curve and algorithm. In addition, we report some important model 
evaluation metrics values for each model, i.e., Kappa, 95%confidence 
interval, accuracy, specificity, sensitivity. The ML model with the 
highest metric values shows the best model and the metric values range 
between 0 and 1 (see Tables 3 and 4). 

As a result, we observe that the tree-based models, RF, XGB and RF, 
can perfectly learn CH3NH3PbI3 perovskite NPs and the remaining ML 
models which were constructed using NB, NN, DNN, PLS, SVM, LR, KNN 
algorithms fails to do so. Non-tree-based models even performed worse 
than the zero rule classifier which can correctly classify slightly more 
than half of the atoms. The failure of the non-tree models can be 
observed, and their parameters can be tuned by plotting the loss func
tion for each algorithm, e.g., plotting the loss as a function of epoch 
number for NN [45]. 

4. Conclusion 

In this work, we constructed several machine learning (ML) systems 
that can learn multi-atom structures. More specifically, we trained 
Random Forest (RF), Extreme Gradient Boosting (XGB), Decision Tree 
(DT), Naive Bayes (NB), Monotone Multi-Layer Perceptron Neural 
Network (NN), Stacked Auto Encoder Deep Neural Network (DNN), 
Kernel Partial Least Squares (PLS), Support Vector Machines with Linear 
Kernel (SVM), Regularized Logistic Regression (LR) and K-Nearest 

Fig. 4. Data summary: Single and binary statistical properties of the variables of CH3NH3PbI3 perovskite nanoparticles.  
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Fig. 5. The system architecture describing the generation of CH3NH3PbI3 perovskite nanoparticles and the creation of ML models.  
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Fig. 6. ROC Curve for RF: Performance analysis of ML algorithms over the test data set.  

Fig. 7. Precision - Recall Curve for RF: Performance analysis of the learning algorithms over the test data.  
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Fig. 8. ROC Curve for KNN: Performance analysis of ML algorithms over the test data set.  

Fig. 9. Precision - Recall Curve for KNN: Performance analysis of the learning algorithms over the test data.  
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Neighbor (KNN) models over twenty-three CH3NH3PbI3 NPs which 
range in different sizes. The experimental results show that the popular 
ML algorithms such as KNN, SVM, NB, NN, DNN, LR and PLS fail to learn 
such structures. Interestingly, we observe that tree-based ML algorithms, 
RF, XGB and DT, are able to perfectly learn CH3NH3PbI3 NPs. An 
exciting result of this study is that the hierarchical ML models look 
promising to solve many problems regarding multi-atom structures, e.g., 
predicting the structural and electronic properties. 

5. Data availability 

The raw/processed data required to reproduce these findings can be 
shared if requested. 
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[35] M. Robnik-Šikonja, Improving random forests, in: European Conference on 
Machine Learning, Springer, 2004, p. 359. 

[36] J.H. Friedman, Stochastic gradient boosting, Computational Statistics & Data 
Analysis 38 (2002) 367. 

[37] J.H. Friedman, Greedy function approximation: a gradient boosting machine. 
Annals of Statistics (2001) 1189. 

[38] T. Chen, C. Guestrin, Xgboost: A scalable tree boosting system, in: Proceedings of 
the 22nd ACM Sigkdd International Conference on Knowledge Discovery and Data 
Mining, Association for Computing Machinery, 2016, p. 785. 

[39] P. Carmona, F. Climent, A. Momparler, Predicting failure in the US banking sector: 
An extreme gradient boosting approach, International Review of Economics & 
Finance 61 (2019) 304. 

[40] H. Wang, C. Liu, L. Deng, Enhanced prediction of hot spots at protein-protein 
interfaces using extreme gradient boosting, Scientific Reports 8 (2018) 1. 

[41] J. Fan, X. Wang, L. Wu, H. Zhou, F. Zhang, X. Yu, X. Lu, Y. Xiang, Comparison of 
Support Vector Machine and Extreme Gradient Boosting for predicting daily global 
solar radiation using temperature and precipitation in humid subtropical climates: 
A case study in China. Energy Conversion and Management 164 (2018) 102. 

[42] B. Murauer, G. Specht, Detecting music genre using extreme gradient boosting, in: 
Companion Proceedings of the Web Conference 2018, ACM, 2018, p. 1923. 

[43] J. Friedman, T. Hastie, R. Tibshirani, et al., Additive logistic regression: a statistical 
view of boosting (with discussion and a rejoinder by the authors), The annals of 
statistics 28 (2000) 337. 

[44] L.D. Whalley, J.M. Skelton, J.M. Frost, A. Walsh, Phonon anharmonicity, lifetimes, 
and thermal transport in CH 3 NH 3 PbI 3 from many-body perturbation theory, 
Physical Review B 94 (2016) 220301. 

[45] X. Wang, A. Kumar, C.R. Shelton, B.M. Wong, Harnessing deep neural networks to 
solve inverse problems in quantum dynamics: machine-learned predictions of time- 
dependent optimal control fields, Physical Chemistry Chemical Physics 22 (2020) 
22889. 

H. Kurban and M. Kurban                                                                                                                                                                                                                    

http://refhub.elsevier.com/S0927-0256(21)00215-9/h0025
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0025
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0025
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0030
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0030
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0035
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0035
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0035
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0040
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0040
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0045
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0045
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0045
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0045
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0050
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0050
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0050
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0055
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0055
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0055
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0060
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0060
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0060
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0065
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0065
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0065
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0070
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0070
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0075
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0075
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0080
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0080
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0080
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0080
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0085
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0085
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0085
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0090
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0090
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0095
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0095
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0095
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0095
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0095
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0105
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0105
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0105
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0115
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0120
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0120
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0125
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0125
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0130
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0130
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0130
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0135
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0135
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0135
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0135
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0140
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0140
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0145
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0145
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0145
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0145
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0150
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0155
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0160
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0160
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0160
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0165
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0165
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0170
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0170
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0170
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0175
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0175
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0180
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0180
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0185
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0185
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0190
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0190
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0190
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0195
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0195
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0195
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0200
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0200
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0205
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0205
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0205
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0205
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0210
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0210
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0215
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0215
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0215
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0220
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0220
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0220
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0225
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0225
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0225
http://refhub.elsevier.com/S0927-0256(21)00215-9/h0225

	Building Machine Learning systems for multi-atoms structures: CH3NH3PbI3 perovskite nanoparticles
	1 Introduction
	2 Background and related work: Tree-based Machine Learning algorithms
	3 Methodology and experimental results
	3.1 Data set of CH3NH3PbI3 perovskite nanoparticles
	3.2 Building Machine Learning systems for multi-atoms structures: CH3NH3PbI3 perovskite nanoparticles

	4 Conclusion
	5 Data availability
	CRediT authorship contribution statement
	Declaration of Competing Interest
	Appendix A Supplementary data
	References


