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Sanal Zeka ve makine öğreniminin alanları, özellikle geçen birkaç yılda çeşitli 

endüstrilerden önemli ilgi ve yatırım çekmiştir. COVID-19'un son zamanlarda keşfi, sağlık 

sektöründe yapay zeka yöntemlerinin yaygın kullanımına ve sıkı testlere rağmen, hastalığı 
teşhis etme, tahmin etme ve önleme amacıyla bu yöntemlerin uygulanmasını gerektirmişt ir. 
Önerilen sistem, COVID-19 enfeksiyonlarını tahmin etmek için Random Forest (RF), Naive 

Bayes (NB), Destek Vektör Makinesi (SVM), Karar Ağacı (DT), Çok Katmanlı Algılayıc ı 
(MLP) ve K-En Yakın Komşular (KNN) dahil altı makine öğrenme algoritması temelinde 

bulunmaktadır. Önerilen modelin kullanılan veri setine uygulandığında iyi performans 
sergilediği tespit edilmiştir. Çalışma, iki aşamayı içermiştir: ilk olarak, modeli eğitmek için veri 
setini yüklemek ve ikinci olarak, modeli bu vakalarda doğrudan test etmek, otomatik COVID-

19 tahminini sağlayarak bir hastanın şüpheli olup olmadığını belirlemek. Çalışmanın amacı, 
öğrenme tekniklerine dayalı COVID-19 ve ilgili hastalıkların erken teşhisini bulmaktır. Ana 

araştırma katkıları, kullanılan sınıflandırma sisteminin tespit edilebilir kullanılabilirliğini 
belirlemek ve EG.5, Eris ve Pirola BA.2.86 gibi diğer ilgili hastalıkları tahmin etmek için 
kullanılan öğrenme tekniklerine dayalı olarak bir hastanın şüpheli olup olmadığını 

sınıflandırmaktır. Uygulanan sistem, Java Eclipse programlama ortamını kullanarak Java'da 
makine öğrenme algoritmalarını uygular. Temel aşamalar, COVID-19 veri seti için ilk aşamada 

veri madenciliği ön işleme, ham veriyi etkili ve verimli bir formata dönüştürme işlemidir. İkinci 
aşamada ise önceden işlenmiş eğitim veri seti, normalleştirme, özellik seçimi, eksik veri işleme 
ve veri dönüşüm yöntemleri kullanılarak özellik değerleri üretmek için kullanılır. Doğruluk 

sonuçları, kullanılan ilk (Covid Data 1) veri setinin 70 Eğitim ve 30 testleme ile MLP'nin 
%99.5300'lik yüksek doğruluğa sahip olduğunu ve modelin oluşturulma süresinin 1639469 ms 

olduğunu gösterdi, SVM'nin %99.4991'lik ikinci doğruluğa sahip olduğunu ve modelin 
oluşturulma süresinin 1639469 ms olduğunu gösterdi. DT'nin %99.4364'lük üçüncü doğruluğa 
sahip olduğunu ve modelin oluşturulma süresinin 130785 ms olduğunu gösterdi. Ayrıca, RF'nin 
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hemen hemen düşük Hata Oranı (MAE) değeri olarak 0.0039'a sahip olması, diğerler iyle 
karşılaştırıldığında daha iyidir. DT'nin Kök Ortalama Kare Hatası (RMSE) istatistiği sonuçlar ı, 
diğer algoritmalarla karşılaştırıldığında daha iyi olan 0.0462'dir. MLP algoritmasının hata oranı 

sonuçları, karşılaştırılan algoritmalar için daha iyidir olarak 0.00469'dur. Ayrıca, 0.99920 olan 
KNN hassasiyeti, daha fazla ilgili sonuçları döndürme açısından yüksek kalite ölçüsü olarak 

görülebilir. KNN'nin AUC değeri = 0.998116 daha yüksektir, bu nedenle konumland ırma 
koordinat sınıfları arasındaki ayrımı belirlemede daha iyidir. MLP'nin DR'si, doğru bir şekilde 
tespit edilen tüm örneklemin en iyisidir. RF'nin FAR'si en iyisi çünkü kullanılan parametreler in 

daha az yanlış alarmı göstermesini ifade eder.  
 

Anahtar kelimeler: Yapay zeka, COVID-19, veri madenciliği, makine öğrenmesi (ML), 
tahmin. 
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           The fields of Artificial Intelligence and machine learning have attracted significant 

interest and investment, especially from various industries in the past few years. Despite the 
widespread use of AI methods in the healthcare sector and rigorous testing, the recent discovery 
of COVID-19 has necessitated the application of these methods for diagnosing, predicting, and 

preventing the disease. The used system is based on six machine learning algorithms, includ ing 
Random Forest (RF), Naive Bayes (NB), Support Vector Machine (SVM), Decision Tree (DT), 
Multi-Layer Perceptron (MLP), and K-Nearest Neighbors (KNN), to predict COVID-19 

infections. The used model has been found to perform well when applied to the utilized dataset. 
The study involved two steps: firstly, loading the dataset to train the model, and secondly, 

directly testing the model on these cases, enabling automatic COVID-19 prediction to detect 
whether a patient is suspicious or not. The study's aim is to find an early diagnosis of COVID-
19 and related diseases based on learning techniques. Key research contributions include 

determining the detectable usability of the classification system used to predict other relevant 
diseases, such as EG.5, Eris, and Pirola BA.2.86, and classifying whether a patient is suspicious 

based on learning techniques in the used dataset. The implemented system, using the Java 
Eclipse programming environment, applies machine learning algorithms in Java. The 
fundamental stages include data mining preprocessing in the first stage for the entire COVID-

19 dataset, transforming raw data into an effective and efficient format. In the second stage, the 
preprocessed training dataset is used to generate feature values, employing normalizat ion, 

feature selection, handling missing data, and data transformation methods.The accuracy results 
showed the first used (Covid Data 1) dataset with 70 Training and 30 testings showed the MLP 
a high accuracy as 99.5300 %, and the time to build model is 1639469 ms, while SVM is the 

second accuracy as 99.4991 % and the time take to build model is 1639469 ms. While DT is 
the third accuracy as 99.4364 %, and the time taken to build the model is 130785 ms. 

Additionally, the RF as 0.0039 almost lower the Mean Absolute Error (MAE) value, so it is 
better compared with others. DT results of the Root Mean Squared Error (RMSE) statistic the 
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lower as the better 0.0462 compared with other algorithms. MLP algorithm results of error rate 
is 0.00469 as the better for the compared algorithms. Besides, the KNN precision as 0.99920 
can be seen as a measure of high quality to return more relevant results than irrelevant ones. 

The AUC of KNN = 0.998116 is higher, so it is better to distinguish between positioning 
coordination classes. DR of MLP is the best of the whole sample, which was detected correctly. 

FAR of RF is best because it indicates fewer false alarms of the used parameters. 

 

Keywords: Artificial intelligence, COVID-19, data mining, machine learning (ML), 
prediction. 
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1. INTRODUCTION  

 
Since March 2019, a pandemic caused by the COVID-19 virus has been ongoing 

for about four years. Despite the vaccination programs prevalent in various nations, there 

is still an ongoing growth in the number of persons who are sick. Due to the many distinct 

forms and mutations, the COVID-19 virus has become very contagious, fatal, and 

sometimes undetected, leading to an increase in the number of persons infected with the 

virus. The Omicron form has been readily apparent and has spread to a variety of nations, 

resulting in everyone being afflicted (Morand et al., 2020). 

A new COVID-19 variant, known as EG.5.1 or Eris, surfaced in the UK during 

the summer. The World Health Organization (WHO) officially categorized it as a variant 

on August 9th. Eris is derived from the Omicron variant that initially emerged in 

November 2021 and has spawned numerous sub-variants. Currently, Eris is the second 

most common variant in the UK and the most widespread in the United States, as reported 

by the Centers for Disease Control and Prevention (CDC) (Wiwoho et al., 2023). 

Another COVID-19 variant, BA.2.86 or Pirola, is also spreading. Like Eris, Pirola 

is a sub-variant of Omicron. It was first detected in the UK on August 18th and has been 

identified in Denmark and the US. Experts have observed that Pirola possesses many 

genetic differences compared to earlier versions of COVID-19. Due to its higher number 

of mutations, Pirola might be more likely to lead to 'breakthrough infections,' where fully 

vaccinated individuals can still contract the virus. However, vaccination remains effective 

in preventing severe illness if someone does contract COVID-19. This underscores the 

ongoing emergence of COVID-19 variants, emphasizing the importance of early 

diagnosis and appropriate treatment for this disease (Wiwoho et al., 2023). 

Many workers, particularly healthcare workers, are experiencing burnout due to 

the notable rise. In order to lessen people's exposure to the COVID-19 virus and put a 

stop to its further spread, it is vital to keep track on and monitor individuals. There is a 

minor link between the two variables despite the fact that they substantiated that aware 

individuals would practice preventative actions. Therefore, it is necessary to investigate 

the need to mitigate the effects of the COVID-19 virus by monitoring and tracking (Meo 

et al., 2023). 

Several nations make COVID-19 monitoring and tracking applications and 

technology accessible to their citizens. According to the findings of (Sepehrinezhad et al., 

2020), evidence indicates a high functionality, information quality, and aesthetics level 
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in Europe. It provides evidence of favorable aesthetics. Conversely, the degree of 

engagement orientation exhibited a relatively weak level of quality, demonstrating that 

perceived ease of use is positively associated with perceived value and a mindset in the 

context of the United Kingdom. In addition, they demonstrated in Germany that the 

application had to have an agile setup and be capable of providing rapid updates in 

response to changes (Sepehrinezhad et al., 2020). However, to advertise and make the 

program useable among individuals from other nations, it was necessary to consider many 

aspects, although other contact tracing apps are accessible globally. Even though several 

types of literature about tracing applications are available, There is a dearth of information 

regarding the "Thai Chana" tracking application originating from Thailand (Toquero et 

al., 2020). 

Thailand's primary contact tracing application is Thai Chana, a web-based 

platform designed to facilitate contact tracing among Thai individuals. It operates on a 

self-reporting mechanism from its users. Thailand examined various options, includ ing 

but not limited to surveillance, laboratory testing, case-control and management, 

communicating risks, and preparedness of health care providers, facilities, and medical 

supplies. Thailand extended substantial aid in the form of Thai Chana to support the 

advancement of its diverse undertakings. For a considerable duration, Thai individua ls 

have been required to utilize it upon entering unfamiliar territories. According to reports, 

the Thai government has implemented rigorous measures for registration with the Thai 

Chana mobile application, mandating compliance for all individuals in Thailand, 

including foreign tourists. Thai Chana can gather personal information, including but not 

limited to the user's name, age, address, and phone number (Toquero et al., 2020). 

Furthermore, it has the potential to indicate and communicate data regarding the 

existence of ill individuals who have frequented the area. Individuals are provided with 

information regarding the safety of a particular area, including the necessity of self-

isolation, and they undergo testing as a preventative measure against the transmission of 

the virus. However, Bangkok, Thailand's primary city, continues to be regarded as one of 

the most infectious urban centers worldwide, being ranked second only to China. Hence, 

it is imperative to examine Thai chana to enhance its utilization, thereby mitigating the 

prevalence of communicable ailments in the country (Chuenyindee et al., 2022). 

Moreover, AI and machine learning fields have attracted significant interest and 

investment from a diverse range of industries, especially during the last several years. 

Although AI methods have been used extensively and put through extensive testing in the 
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healthcare industry, the recently discovered COVID-19 necessitates the use of these 

methods to diagnose, forecast, and prevent the emergence of the disease. It has been 

hypothesized that using AI methods would bring about a paradigm change in healthcare 

and necessitate the application of these techniques to the ongoing COVID-19 pandemic. 

Improving the precision of COVID-19 diagnosis is imperative to expeditiously detect 

affirmative cases, thereby mitigating additional transmissions and guaranteeing prompt  

medical attention for patients (Bai et al., 2019). 

Hence, the availability of large amounts of data in today's world has led to the 

widespread use of the algorithm for machine learning. It is a tool that may be used for 

forecasting, categorizing, and identifying patterns within various datasets. Studies have 

utilized diverse machine learning algorithms, including NN and DT, featuring RF 

classifiers. Furthermore, a random forest classifier is used to classify the factors that 

impact the decision to remove a child from their home based on parental factors. The 

results indicate that the random forest classifier has the potential to examine the factors 

that impact human behavior. Additionally, using an RF classifier was considered to 

forecast the risk assessment of flood calamities in China (Ong et al., 2022). 

Furthermore, the results of the various investigations have shown that the random 

forest classifier provides superior classification accuracy compared to the traditiona l 

decision tree (Swapnarekha et al., 2020). Conversely, NNs have been employed as a 

technique for uncovering pattern recognition. An algorithm replicating the process by 

which neurons transmit information to the brain has been used in developing neural 

networks. One argument favoring its usefulness is that the findings generated from 

enormous datasets are considered state-of-the-art (Nagi et al., 2022).  

An Artificial Neural Network was used, primarily emphasizing risk assessment in 

Iran. In addition, they considered neural networks while trying to forecast the number of 

individuals who will be injured or killed in Indonesia. However, basic neural networks 

like artificial neural networks have limited capacities to forecast with greater accuracy 

because they only evaluate a limited number of parameters. Hence, a deep learning neural 

network would be useful in this context since it takes into account additional hidden layers 

for the subsequent processing and computation of output. The optimization procedure, 

encompassing identifying the suitable activation function, optimizer, and node count, is 

a drawback of utilizing artificial neural networks, primarily because these networks are 

commonly perceived as black boxes (Jamshidi et al., 2021). 

Research on machine learning can only proceed with first preprocessing the data. 
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As a result, it used semiautomated methods to verify the data for any experimenta l 

contaminants that could have been present. There were a few individuals for whom 

clinical and proteomic data needed to be included. In the context of clinical data, the 

practice of imputing missing values involved the utilization of the numerical placeholder 

"-1." The classification algorithms for days 0-7 based on "Clinical Information" were 

trained using clinical data from 306 individuals, comprising 42 deceased and 264 

survivors (Whole dataset I) (Guo et al., 2022). 

In addition, many COVID-19 patients quickly deteriorate their condition after 

experiencing relatively minor symptoms, highlighting the need for more sophisticated 

risk stratification models. The utilization of predictive models facilitates the detection of 

patients who exhibit a heightened susceptibility to mortality and the delivery of aid to 

promptly mitigate the incidence of fatalities. Hence, accurate prognosis forecasting and 

appropriate triage of critically ill patients are imperative to alleviate the burden on the 

healthcare system and provide optimal patient care. Moreover, due to a significant level 

of ambiguity surrounding its definitive influence, medical professionals and policymakers 

have frequently resorted to the prognostications furnished by diverse computational and 

statistical models (Mayr et al., 2020).  

The proteomics information-based classification model on Day 0 was constructed 

solely using data related to proteomics. The study found that protein expression values 

were absent for a single COVID-19-positive patient who passed away within 28 days of 

hospitalization, while 15 patients among the survivors had missing protein expression 

values for a small subset of the 1,428 proteins examined. Due to this rationale, the records 

above were omitted from the dataset, as depicted in Figure 1.1 (Jewell et al., 2020). 
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Figure 1.1. Clinical and proteomic data-driven machine learning pipeline for identifying 

survival-related characteristics (Jewell et al., 2020). 

It is clear from the retrieved data that there was an uneven distribution of survivo rs 

and fatalities in both the clinical and proteomics data. The data collected from the 

survivor, including clinical and proteomics data, were divided into five groups that were 

almost equivalent in size. In addition, they educated and verified the models by using 

each of the five departments and the dataset of deceased patients (Khan et al., 2021). 

Personalized protection tactics stand to gain a great deal from accurate population 

classifications based on categorized COVID-19 susceptibilities. Recent research has 

challenged the notion that advanced age is an important risk factor for COVID-19. This 

research suggests that many young adults have developed severe symptoms related to the 

disease. This discovery suggests a pressing necessity for a thorough assessment of risks 

grounded in individualized genetic and physiological traits (Frater et al., 2020). 

The ACE2 receptor in humans serves as an entry point for the spike glycoprote in 

of SARS-CoV-2. The enzyme in question is found to be expressed within the epithelia l 

cells of various organs, including the lungs, small intestines, heart, and kidneys. The 

authors postulated that the augmented expression of ACE2, which could result from 

administering ACE2-stimulating drugs to manage hypertension and diabetes, could 

potentially lead to unfavorable clinical consequences in the context of COVID-19 

infection. This theory warrants further investigation through rigorous experimenta l 

techniques and extensive clinical studies (Russell et al., 2020). 

Moreover, it is viable to employ machine learning techniques to investigate the 
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biochemistry, including ACE2 expression level, and clinical data, such as age, respiratory 

pattern, viral load, and survival, of COVID-19 patients with pre-existing medical 

conditions. The previously mentioned methodology enables researchers to discern 

dependable risk factors, such as ACE2, to predict risk. Furthermore, it enables the 

implementation of risk stratification and forecasting (MacGowan et al., 2020). 

Studies have demonstrated that ACE2 genetic polymorphism, which encompasses 

diverse variations in the human genome, could influence virus-binding activity, which 

implies the possibility of a genetic predisposition to acquiring COVID-19. Hence, it is 

possible to conduct machine learning analysis on genetic variations in asymptomatic, 

mild, or severe COVID-19 patients to classify and predict individuals based on their 

vulnerability or immunity to potential COVID-19 infection. The decision-making process 

of the machine learning model can incorporate prioritized genetic variants, such as ACE2 

variation, as significant features for functional and mechanistic research, as illustrated in 

Figure 1.2. (MacGowan et al., 2020). 

 

 

Figure 1.2. In the battle against COVID-19, artificial intelligence and machine learning 

(MacGowan et al., 2020). 

Image classification strategies that use the deep learning algorithm are among the 

most cutting-edge practices in computer vision research. When a deep learning model is 

being used, the algorithm will take care of developing and extracting object characterist ics 

independently without the need for human intervention. The engineering process of 



7  

extracting the object's characteristics requires a significant investment of both time and 

effort. An operator who is an expert in the relevant topic is required in order to design 

and assess the feature extraction technique. When it comes to managing duties, includ ing 

classification, the deep learning model is the method. It has been determined that the deep 

learning algorithm is the most important method for categorizing images because of its 

ability to handle large groups of photographs quickly (Ma et al., 2022).  

The deep learning technique is considered the most significant approach for 

addressing classification challenges due to its adaptability and applicability to various 

data sets. The time and money required for training deep learning algorithms is the 

primary challenge presented by these systems. Training a deep learning model might take 

several weeks and need an expensive graphics processing unit (GPU). Conduc ting 

empirical investigations with the primary focus being on the effectiveness of the deep 

learning algorithm is the most essential component of the evaluation process for the deep 

learning technique. This study reveals that the deep learning strategy is helpful when it 

comes to finishing an assignment that requires the classification of pictures (Akhtar et al., 

2021). 

Deep learning is a kind of artificial intelligence that can mimic human behavior, 

including expressions and mental processes. 'Training,' a machine learning system, often 

involves feeding hundreds or thousands of data points as input to complete the process 

more quickly. The moment the first batch of information is collected, it is put into 

"training" (Crespo et al., 2022). 

When trying to categorize images, computer vision runs into a fundamenta l 

obstacle. A picture may be broken down into its parts, known as pixels, which 

individually have their value when seen through the lens of a computer. Every picture 

comprises individual elements called pixels, called pixel grids, arranged in a grid fashion. 

If we consider this, we may deduce that they consider pixels to be the essential building 

components of digital pictures. The use of color enables us to divide visual material into 

two separate categories (Crespo et al., 2022). 

- In both shades of black and white. The image is a matrix in which the values for 

the various shades of grey range from 0 to 255. There are 256 possible values, translating 

to 8 for images with 8 bits of resolution. 

- Colour version of the image. It consists of three separate matrices, each with 

values ranging from 0 to 255. The colors red, green, and blue make up the RGB color 
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model, and these matrices correspond to those colors in that order. The whole image 

comprises these three color channels being put together. 

There are several approaches to classifying photographs, but each supervised 

learning image classifier requires three datasets to train on. These datasets comprise 

pictures and the labels that correspond to them. 

- Training set: As its name suggests, this data set is used during the training phase 

of the learning process for the algorithm. 

- Development set: sometimes called the dev set, the validation dataset on which 

the model will be tested while being trained to identify possible problems such as 

overfitting. 

- This is the test set, which aims to ascertain the classifier's overall accuracy. It is 

necessary to separate the data into training, validation, and test sets before determining 

which hyperparameter is the most appropriate for the classifier (Marques et al., 2020). 

The term "data processing" refers to a series of extremely significant procedures used to 

change data from its source into a usable format free from mistakes that lead to 

inaccuracies in the system. These techniques are utilized in the transformation process 

known as "data transformation." In the context of search and data mining, data 

preprocessing is divided into two categories; the first is data preparation. Preprocessing 

of data is employed in a wide variety of contexts, including classic data extraction 

methods and search and data mining, which comprises converting the data, cleaning the 

data, and normalizing the data as well as the second category is data reduction, which is 

the integration of these data and the potential of decreasing it (Albahri et al., 2020). 

Processing vast amounts of complicated data, such as the data created from health 

care in the area of medical and biological sciences, is one of the primary applications for 

machine learning methods, which are utilized extensively in various sectors. If it is 

required to discover ways to cope with them, start with the standard approaches. Because 

standard techniques are not equipped to cope with large data, processing this huge data 

requires methods and algorithms that are different from those traditionally used. These 

data come from various origins, such as using methods from artificial intelligence, 

statistics, cognitive sciences, and many other fields of study that fall under the umbrella 

of mathematics and engineering (Farid et al., 2020). 

This study undertook a bibliometric analysis of the existing literature on utilizing 

machine learning algorithms in the COVID-19 context, utilizing the VOSviewer 

software. This analysis aimed to ascertain the lacuna in research that required attention. 
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The task above was executed by utilizing the Web of Science database in August 2020. 

As illustrated in Figure 1.3. the bibliometric study's findings suggest that implementing 

machine learning techniques for COVID-19 is limited to only two subject areas. Upon 

examining the papers associated with each cluster (theme), it becomes evident that a 

significant portion of the research has focused on predicting Covid-19 transmiss ion 

through the utilization of meteorological data (Farid et al., 2020). 

The observation above is evident within the initial cluster. Per the second cluster, 

subsequent inquiries have focused on chest CT scans and chest X-Ray images by utilizing 

deep learning algorithms. Despite the comprehensive characterization of the COVID-19 

diagnosis's high sensitivity through the use of CT and X-Ray imaging, the application of 

such tests for patient screening may present challenges due to factors such as high 

radiation doses, elevated costs, and limited equipment availability (Chiroma et al., 2020). 

 

Figure 1.3. On the COVID-19 platform, applications of machine learning 

techniques(Chiroma et al., 2020). 
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1.1. Aim of Research 

The current medical system has a problem with proper illness diagnosis, which 

results in a significant economic loss for society. The primary reason for this is that 

medical data is a composite of many different types of information. However, the 

proliferation of large amounts of medical data, in conjunction with the advancement of 

computational methods in the healthcare field, has made it a significant challenge to 

anticipate illnesses accurately. Moreover, many crucial medical imaging modalities need 

significant time to rebuild a picture from the raw data samples. The main goals of 

COVID-19 data classification are to : 

1. Determine the qualities of the item or kind of land cover that these characterist ics 

genuinely signal on the ground as different data types, and then display those 

characteristics in a dataset. 

2. Finding the early detection of diseases depending on deep learning will help 

relieve the pressure on the healthcare systems. It is based on different attributes 

of deep learning in the used dataset, which helps to predict different diseases 

before they happen and decrease side effects. 

1.2. Problem Statement 

Presently medical field suffers from an accurate diagnosis of diseases, which 

creates a huge loss to society. The prime factor for this is the nature of medical data; it 

combines all types of data.  

- Increasing medical big data, alongside the development of computationa l 

techniques in healthcare, has enabled a big problem faced in predicting 

diseases. 

- Many important medical imaging modalities require much time to reconstruct 

an image from the raw data samples. 

1.3. Research Contribution 

The main research contributions of the used classification system are to : 

- Predict factors affecting COVID-19 detection and other related disease such as 

EG.5, Eris, and Pirola BA.2.86 with different datasets entered into the trained 

model. 

- Determine the perceived usability of COVID-19 to classify the patient's state as 

suspected or not. 
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1.4. Research Novelty 

This novel research fulfills the gap of managing the development of an expert 

system for detecting and classifying the COVID-19 disease by: 

- Designing an appropriate data preprocessing approach provides access to discover 

the causes of specific COVID-19-related diseases such as Omicron-Pirola and 

EG.5.1 or Eris and knows the proper management. 

- Reducing data acquisition time and storage space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



12  

 

 

 

 

 

 

 

 

 

 



13  

2. LITERATURE REVIEW 

2.1. Related Work 

        There are different research directions related to the used method sorted as follows: 

        According to (Ezat et al., 2020), a CNN model pre-trained on the Image-Net was 

suggested for image categorization using the PASCAL VOC 2007 dataset. The deep CNN 

model uses a modest amount of compute time and machine resources for classificat ion. 

Hence, the transfer learning technique is employed to increase the model's performance. 

The final findings assess deep learning as a cutting-edge technique for a COVID-19 

classification job. 

          In reference (Wang et al., 2021), a comparison and contrast of image classifica t ion 

methodologies utilizing deep learning and traditional machine learning were conducted. 

The study's results indicate that the SVM achieved an accuracy of 0.88, while the CNN 

achieved an accuracy of 0.98 when utilizing the most extensive sample dataset. Notably, 

in the case of utilizing the limited sample size of the COREL1000 dataset, the SVM 

method exhibits an accuracy of 0.86, while the CNN approach yields an accuracy of 0.83. 

The findings indicate that using a deep learning framework yields superior outcomes 

compared to conventional methods of pattern recognition, particularly when dealing with 

extensive datasets. 

ResNet-18 and ResNet-50 have been trained on colon gland pictures (Sarwinda et 

al., 2021). This study used colorectal cancer models trained to discriminate between 

benign and malignant tumors. Using three distinct forms of test data, it evaluated 

prototypes (20, 25, and 40 % of whole datasets). Results from three different types of 

testing data show that ResNet-50 outperforms ResNet-18 in terms of accuracy, 

sensitivity, and specificity. Its greatest performance across all three test sets was attained 

with a classification accuracy of 80% or higher, a sensitivity of 87%, and a specificity of 

83% on the 20% and 25% test sets.  

       An implementation of a GDCNN is provided by (Babukarthik et al., 2020). The 

prediction of COVID-19 is accurate to the tune of 98.84%, with a 93% degree of 

precision, a 100% sensitivity, and a 97% specificity. This study's high rate of correct 

illness identification in identifying COVID-19 in an imbalanced setting demonstrates the 

highest nominal rate in classification. The unique classification model outperforms state-

of-the-art methods like ReseNet18, ReseNet50, Squeezenet, DenseNet-121, and the 

Visual Geometry Group (VGG16). 
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       According to (Alakus et al., 2020), Using a convolutional neural network, they 

demonstrated a technique for selecting and extracting features from images for further 

classification. Convolution neural networks may provide superior accuracy over other 

classifiers. The efficiency and precision are tested on a regular CPU and a GPU. So, 

CNNs are a great choice for picture categorization. Biometric features might be added to 

this system in the future. 

       As suggested in a citation (Díaz-Pernas et al., 2021), the neural model can 

potentially analyze meningioma, glioma, and pituitary cancers in MRI scans from sagittal, 

coronal, and axial viewpoints. Obviously, this model does not necessitate preliminary 

processing of the input images to eliminate segments of the skull or vertebral column. 

The present study conducts a comparative analysis of the efficacy of the used 

methodology in processing a publicly available MRI imaging dataset comprising 3064 

slices obtained from 233 patients, vis-à-vis the performance of conventional machine 

learning and deep learning techniques as reported in prior literature. Remarkably, they 

devised an approach that exhibited superior performance to rival algorithms on identica l 

datasets, achieving a tumor classification accuracy of 0.973. 

       A sparse representation-based deep learning model is suggested by (Liu et al., 

2020), which uses sparse representation extensively to obtain high multidimensional data 

linear decomposition ability and deep structural benefits of multilayer nonlinear mapping. 

The experimental findings demonstrate that the suggested technique is more accurate than 

the state-of-the-art methods and can be effectively applied to other types of picture 

databases. In order to further enhance the accuracy of image classification, it is superior 

to other deep learning approaches in resolving the issues of complicated function 

approximation and poor classifier effect. 

       According to (Ong et al., 2021), they spoke about how they got the images, what 

they did with the data before they were processed, what features were extracted from the 

images, and how those images were categorized and recognized. Studying the input and 

output points, as well as the number of neurons in a convolutional neural network, led to 

the conclusion that the deep learning approach can reduce training time and improve 

identification results while also reducing the need for images in an image library and 

requiring only moderate amounts of hardware. 

            The current framework has been developed to systematically collect, organize, 

and assess information related to image processing by utilizing sandbox simula t ion 

operations, modeling techniques, and a wide range of sophisticated algorithms. Reel 
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neural networks were introduced in reference (Moulaei et al., 2022) to enhance 

computational capabilities by incorporating deep learning, following a similar approach 

to the refractostatic neural network model. The primary experimental approach utilized 

in this study is the target identification algorithm. According to the findings of mult ip le 

experiments, utilizing a coproduct neural network model for deep learning could 

potentially enhance the efficacy of image processing. 

        Deep learning architectures are employed in the study referenced in (Ali et al., 

2022) to assess whether or not an MRI of the brain shows abnormal findings. They also 

provide a deep learning CNN-based solution for efficient classification in addition to this 

DNN. Traditional approaches such as SVM are used with various deep learning 

architectures such as LeNet, AlexNet, and ResNet to analyze and contrast the outcomes. 

In contrast to SVM (82%) and AlexNet (64%), the LeNet-inspired model achieves an 

overall accuracy of 88%. In comparison, the CNN-DNN model achieves an accuracy of 

80%, with the top accuracy being 100, 92, 94, and 81%, respectively. 

       The Authors (Lunagaria et al., 2022) were able to effectively recognize image 

characteristics by making use of a huge dataset and deep convolutional neural networks. 

It has been shown that the majority of pre-trained networks found in the research literature 

and the majority of fundamental models put excessive importance on qualities that are 

not essential when it comes to decision-making. Compiling a large number of chest X-

ray images from various sources resulted in the creation of one of the most extensive 

databases that are open to the general public. To summarise, the CheXNet model, which 

is commonly utilized, has been adapted to the COVID-CXNet framework through the 

implementation of transfer learning techniques. This robust approach, which uses 

significant traits and precise localization, can identify the newly discovered coronavirus 

pneumonia. With the assistance of COVID-CXNet, it is possible to create a COVID-19 

detection system that is fully automated and dependable. 

       The authors (Alakus et al., 2020) conducted clinical predictive models utilizing 

deep learning techniques and laboratory data to determine patients' likelihood of COVID-

19 illness. The precision, F1-score, recall, area under the curve (AUC), and accuracy 

scores were produced to evaluate the models' predictive performance. The models 

underwent verification through 10-fold cross-validation and train-test split 

methodologies. The models underwent evaluation based on 18 laboratory outcomes 

obtained from 600 patients. Based on the results of the conducted experiments, it was 

observed that the employed predictive models exhibited an accuracy rate of 86.66 %, an 
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F1-score of 91.89%, a precision rate of 86.75 %, a recall rate of 99.42 percent, and an 

area under the curve (AUC) of 62.5 %. Utilizing laboratory data to train prediction models 

for COVID-19 infection has been observed as a potential benefit for medical practitioners 

in effectively allocating available resources. 

       The research conducted by (Arpaci et al., 2021) resulted in the development of six 

distinct prediction models for COVID-19 diagnosis, utilizing six distinct classifiers, 

including BayesNet, Logistic, IBk, CR, PART, and J48. The classifiers were developed 

using a collection of 14 clinical features. This study conducted a retrospective analysis of 

the medical records of 114 patients admitted to a hospital in Taizhou, which is situated in 

the Zhejiang Province of China. According to the findings, the CR meta-classifier 

demonstrates a notable degree of precision, particularly 84.21%, in its ability to forecast 

affirmative and negative instances of COVID-19. This statement implies that the CR 

meta-classifier exhibits the highest level of efficacy among classifiers utilized for this 

particular objective. The findings have the potential to serve as a valuable resource for 

expeditiously detecting COVID-19, particularly in situations where RT-PCR kits are 

insufficient in verifying the existence of the infection. Furthermore, these results could 

benefit countries, particularly those with limited resources, that encounter difficult ies 

obtaining RT-PCR assays and specialized facilities. 

      To predict COVID-19 using a given dataset, machine learning techniques are 

provided (Podder et al., 2021). According to the findings of the experiments, the blood 

glucose level is the factor that has the most impact on one's ability to predict COVID-19 

in this specific dataset. According to the findings, XGBoost has the greatest accuracy 

value for the case of cv, with a value of 92.67%, while LR has the second-best accuracy 

value, 92.58%. On the other hand, the precision, recall, and F1 scores for both XGBoost 

and LR are the same, at 93%. LR demonstrates the maximum level of testing accuracy, 

which is 94.06%, when the holdout technique is used with 20% of the testing data 

samples. As a result, XGBoost and LR are both viable options for predicting COVID-19. 

The authors aimed to predict the factors that influence the perceived usability of Thai 

Chana. The researchers integrated the Protection Motivation Theory and the Technology 

Acceptance Theory while also incorporating the System Usability Scale to achieve their 

objective. The authors utilized a deep-learning neural network and a random forest 

classifier in their study, as stated in reference (Ong et al., 2022). The study used 

convenience sampling to gather information from a cohort of 800 respondents. The 

principal aim of the investigation was to assess a range of factors, encompassing 
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knowledge about COVID-19, perceptions of its severity and vulnerability, the inclina t ion 

to utilize it, the factual employment of the system, and perceptions of its usability. Based 

on the analysis conducted using a deep learning neural network, it was found that a 

substantial majority of 97.32% of the participants attributed the perceived usefulness of 

COVID-19 to their understanding of the disease. Furthermore, the results indicate that the 

random forest classifier achieved a precision rate of 92%, accompanied by a standard 

deviation of 0.00. The findings of this investigation suggest that a favorable association 

exists between possessing knowledge regarding COVID-19 and the perception of 

vulnerability to it, as well as an augmented perception of the efficacy of measures 

implemented to hinder its transmission.  

Additionally, a positive correlation was observed between the perceived severity 

and perceived ease of use with the perceived usability. The results suggest a favorable 

association exists between the perceived usability and comprehension of COVID-19, as 

well as the perceived susceptibility. The results of this investigation could be employed 

by governmental bodies to encourage the implementation of contact tracing technology 

in the United States and other nations. To summarise, deep learning neural networks and 

RF classifiers represent two viable machine learning algorithms for forecasting the 

determinants that impact human conduct about deploying technologies or systems 

globally. 

According to authors (Moulaei et al., 2022), they aimed to assess mult ip le 

machine learning (ML) algorithms to predict the COVID-19 mortality rate based on 

patient data collected during their initial hospital admission. Finally, the metrics derived 

from the confusion matrix were calculated to assess the efficacy of the models. The study 

involved a sample size of 1500 participants, with a notable gender disparity favoring 

males (836) over females (664). The participants' median age was 57.25 years, with an 

interquartile range spanning from 18 to 100 years. After conducting the feature selection 

process, it was found that the three most significant predictors were dyspnea, 

hospitalization in the intensive care unit, and treatment with oxygen. The analysis 

encompassed a total of 38 distinct characteristics. The study revealed that smoking, 

alanine aminotransferase, and platelet count exhibited the lowest precision in forecasting 

mortality due to COVID-19. The experimental findings indicate that the random forest 

(RF) technique outperformed other machine learning (ML) algorithms regarding 

accuracy, sensitivity, precision, and specificity, with 95.03%, 90.70%, 94.23%, and 

95.10%, respectively. Additionally, the receiver operating characteristic (ROC) score was 



18  

99.02%. 

2.2. COVID-19 

The disease caused by the severe acute respiratory syndrome coronavirus 2 

(SARS-CoV-2) is commonly called coronavirus. This viral infection is known to 

primarily affect the respiratory system and body parts. The emergence of this disease can 

be traced back to the city of Wuhan in China in 2019. Subsequently, it gained momentum 

and spread rapidly at the onset of 2020, prompting the World Health Organisation to 

declare it a global pandemic (Booth et al., 2021). 

The variability in the severity of Covid-19 is evident among individuals; some 

experienced mild symptoms while others succumbed to the disease. Individuals who have 

contracted this virus may exhibit a range of symptoms, such as elevated body temperature, 

respiratory distress, anosmia and ageusia, myalgia, rhinorrhea, cephalalgia, and thoracic 

discomfort. The viral outbreak under discussion proved a formidable challenge, causing 

a staggering 2 million fatalities and infecting a global population of 100 million as of 

January 25th, 2021. The epidemic's ramifications were far-reaching, with numerous 

sectors, including industry, commerce, tourism, economics, healthcare, and experiencing 

significant disruptions (Shinde et al., 2020). 

Scholars have endeavoured to assist the healthcare industry by utilizing artific ia l 

intelligence methodologies and machine learning algorithms to differentiate individua ls 

who have contracted an infection. The researchers investigate the manifestat ions 

exhibited by individuals and develop software applications, such as the "AMAN" app, 

that transmit notifications to individuals who have been near a Covid-19 patient. The 

AMAN application is a mobile software designed to notify users of potential exposure to 

the Coronavirus through GPS technology in cases where contact with an infected 

individual is suspected (Shinde et al., 2020). 

2.3. Medical image classification  

COVID-19, a member of the coronavirus family, shares similarities with other 

viruses such as SARS and ARDS. The World Health Organisation (W.H.O.) has officia l ly 

declared the current outbreak as a public health emergency. According to their statement, 

the virus is primarily transmitted through the respiratory tract via contact with an infected 

individual. The COVID-19 outbreak was first identified in December 2019 in Wuhan, 

located in the Hubei region of China. After three months, the outbreak above was 

officially declared a global pandemic by the World Health Organisation (WHO). As of 

November 16th, 2020, over 54.40 million confirmed cases of COVID-19 and over 1.32 
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million deaths worldwide have been reported. As indicated in reference (Alazab et al., 

2020), the present situation has been deemed the most pressing global emergency since 

the conclusion of World War II.  

The COVID-19 pandemic has affected Kurdistan, Iraq, in other parts of the world, 

with a rapid spread observed in Sulaymaniyah City. The fatality rate of this ailment is 

progressively increasing with each passing day, posing a significant threat to the global 

population. In addition to clinical investigations, the analysis of relevant data will provide 

valuable support for the human population. According to recent research, machine 

learning (ML) and artificial intelligence (AI) have emerged as promising technologies 

utilized by diverse healthcare providers due to their ability to enhance scale-up, expedite 

processing power, ensure reliability, and even surpass human performance in specific 

healthcare tasks (Estiri et al., 2021). 

Health care and its applications as medical image classification have significantly 

impacted human life concerning big data technology because the sources of formation of 

this data in health care are characterized by large size, heterogeneous complexity, and 

high dynamic. Besides, within the context of big medical data, the success of these 

applications that depend on health care data depends on the infrastructure and the use of 

appropriate methods to deal with this big data, for example, predictive models, clinica l 

decision-making, disease control, and public health safety methods, where big data and 

its analysis play an important role in dealing with heterogeneous medical data, electronic 

E-health records (Zimmerman et al., 2020). 

Some challenges must be dealt with in processing medical data. Interested 

programmers must make decisions due to the availability of large amounts of primary and 

complex data, which allows the organization to store and analyze it after the loss. The 

organization can use effective tools to deal with this data, including the structured and 

unstructured ones that have been collected from different data generation sources and 

from these challenges mentioned as follows (Zimmerman et al., 2020): 

A. Handling a Large Amount of Data  

In order to process large amounts of data, it is considered a challenge to make an 

appropriate decision to deal with the increase in data access to data from the past years, 

as these institutions contain everything that the consumer needs and how he interacts, and 

specific characteristics are very accurate (Zimmerman et al., 2020).  

The extensive medical data exceeds the amount of stored data that has been 

calculated by traditional processing methods and is challenging in the ability to provide 
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and manage this data, where the high number of unstructured data represented by video, 

audio, social media, smart device data, which requires advanced methods for data 

management through a combination of From relational databases (Zimmerman et al., 

2020).   

B. Data Complexity  

With the massive update of medical data generation every second, organizat ions 

need to be familiar with the processing of this data; for example, it can help in analyzing 

data at present for current purchases when selling retail to a company that wants to be 

able to analyze customer behavior, which contributes to adding accuracy and speed to the 

processing of this temporary data (Zimmerman et al., 2020).  

C. Shortage of Skilled Resources  

There is a law that needs for be moreional expertise for those interested in the field 

of big medical data processing at this time. The challenges facing organizations that seek 

to use big data in better ways and build data analysis in a way that ensures the 

effectiveness of these methods have been mentioned (Zimmerman et al., 2020). 

2.4. Data Mining 

The data mining goal is to find patterns known after the mining. Once these 

patterns are found, they can be used more and more effectively to make business 

development decisions. Considerable massive amounts of data in our daily life are 

generated from different sources, as mentioned. It is worth noting that this data is difficult 

and almost impossible to handle with manual cases, and it is not easy to obtain knowledge 

directly as a result of this amount of data that is difficult to understand, as it became 

necessary to find ways to deal with this data and extract knowledge from it (Bhattacharya 

et al., 2021). 

Knowledge and its quality extracted after data mining depends not only on the 

design of the method but on the quality of this data, its coherence, and suitability. 

Unfortunately, it is worth mentioning several negative factors that affect the data, such as 

noise, missing values, unformatted data, unimportant data, redundant data, and large 

volumes. This data that is used to extract knowledge and is pain from low-quality data is 

also low knowledge, and the teacher is a primary, essential, and very important stage 

aimed at obtaining the final identifier for more data mining algorithms or machine 

learning. The KDD process (Rahman et al., 2021). 
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2.4.1. Data preprocessing 

Pre-processing big data is an important concept that precedes the data mining 

process to extract knowledge and clean and refine the data from problems (Rahman et al., 

2021).  

Often, the discovering extensive data knowledge process includes seven stages from the 

beginning of discovery to the end: 

- Phase 1: Data Integration: it is the process of collecting data from the sources  

- Phase 2: Data Selection: It represents selecting the valuable data  

- Phase 3: involves the process of data cleaning, which aims to remove any 

inaccuracies, omissions, or discrepancies in the data, which includes identifying 

and addressing data errors, values that are absent, and inconsistent data. 

- Phase 4: Data Transformation: This is represented by a set of data normaliza t ion 

and smoothing tools, and other forms are considered suitable for data mining 

- Phase 5: Data Mining: The application of various modification techniques to 

detect patterns. 

- Phase 6: Evaluation and Presentation of Patterns: It consists of removing various 

types of redundant patterns through visualization. 

- Phase 7: The process of uncovering patterns, trends, and insights from large 

datasets, commonly called Knowledge Discovery, is a crucial aspect of data 

analysis in various fields. 

- The preprocessing tasks (Rahman et al., 2021). 

After the successful data pre-processing stage is applied, the final data is reliable 

and more suitable for data mining situations and machine learning algorithms. 

Furthermore, preprocessing is not limited to data mining but rather to other ways to 

improve and adapt data models to build new proposals (Rahman et al., 2021). 

A. Imperfect data 

Data mining techniques rely on the assumption that the data is free of errors, but 

unfortunately, the data generated from reality is almost far from clean and without errors 

[48]. 

B. Missing values  

One of the assumptions reached by data mining methods and that the set of these 

data may be complete. However, commonly, the missing values in these data happened 

since these missing data are data that have yet to be stored or collected due to a defect in 

the process of taking and calculating samples or related processes. Cost, operations, or 
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restrictions are affected by purchases (Rahman et al., 2021).  

C. Feature indexers and encoders 

These properties transform the features of the data from one type without 

understanding its usefulness to another more understandable type depending on the 

techniques of indexing and encoding techniques. 

- StringIndexer: It is based on converting the text into a series of numeric indicators, 

depending on the arrangement of the indicators according to the order of the 

naming frequencies. 

- OneHotEncoder: Depends on mapping text columns to columns of unique binary 

vectors and allows representing the best speakers in strong because it contributes 

to removing the numerical order dependent on the previous method. 

- VectorIndexer: Depends on the automatic report of categorical features and also 

converts these features into a category index (Rahman et al., 2021). 

D. TF-IDF 

It aims to determine and know the relevance of each term to a document based on 

a complete set of different documents. Term Frequency (TF) Depends on measuring how 

many times a term is found within documents. In contrast, Inverse Document Frequency 

(IDF) Measures the amount of information provided by the term based on the frequency 

of this term depending on the download feature to get better performance as it depends 

on mapping all raw features in a specific index (Solayman et al., 2023). 

E. Other pre-processing methods for text mining 

They are based on attempts to search for the text after structuring the input, which 

generates organized information patterns (Solayman et al., 2023). 

2.4.2. Deep Learning 

It is a way of teaching machines to do activities like humans. By stimulat ing 

neurons in the human brain, this strategy aims to discover theories and methods that 

enable devices to learn by themselves and find ways to extract features from large data 

sets using linear and nonlinear variables. The basic idea of deep learning is that any object 

in an image can be described in several ways, such as using the brightness vector for each 

pixel or the sum of the edges and areas that make up the image, in addition to many 

additional ways that can be used to describe these images, which is the essence of deep 

learning. In machine learning, some strategies (such as studying a face or noticing 

expressions) outperform others. Because of this, people who study deep learning want to 

eliminate the need for human intervention in feature elicitation and replace it with 
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algorithms that generate features automatically or almost automatically (Omran et al., 

2021). 

2.5. Machine Learning Algorithms Taxonomy 

Machine learning (ML) is a subfield of artificial intelligence (AI) with developing 

applications that can learn from data and enhance their accuracy without explic it 

programming. Using training algorithms, ML models can identify patterns and features 

in data, enabling them to make informed decisions and predictions based on new data. 

The ultimate goal of ML is to achieve optimal performance in handling complex and 

dynamic real-world problems. Machine learning algorithms typically operate through a 

structured sequence of stages, commencing with identifying and preparing the dataset. 

Subsequently, an appropriate algorithm is selected to be applied to the training dataset, 

followed by the algorithm's training to generate the desired model. Ultimately, the model 

is utilized and refined to enhance its performance. Various categories of machine learning 

algorithms can be discerned, (Kumari et al., 2021). 

ML is an implementation of AI to teach machines how to manage data efficient ly. 

ML aims to learn from the data. In recent times, machine learning (ML) methodologies 

have been employed for medical prognostication. Diverse ML algorithms can be utilized 

for distinct applications across various domains. Numerous research studies have 

indicated that machine learning algorithms have provided superior assistance to clinica l 

support systems, particularly in utilizing patient data for decision-making purposes. 

Utilizing machine learning (ML) predictive algorithms for illness prognosis represents a 

precious and robust application within medical services. Commonly, the machine 

learning algorithm is designed to analyze atypical datasets related to the COVID-19 

disease. 

Numerous scholarly investigations have been conducted on the topic of 

autonomous machine learning. Among the most prevalent approaches to machine 

learning are supervised learning, unsupervised learning, and semi-supervised learning 

(Abdulkareem et al., 2021). 

2.5.1. The Supervised Learning/Predictive Models  

Algorithms of this type are based on labeled or untitled training documents and 

include different methodological methods. Depending on the ML algorithm is trained to 

work in a system addressed to a specific field. Many algorithms of this type are used for 

a pre-sorted data set and are considered to be very accurate, and when this data is domain-

specific, the model works only for this setting[54].  
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In data mining, supervised learning can be categorized into two distinct problem 

types, classification, and regression, as outlined in the reference (Kang et al., 2021). 

Classification employs an algorithmic approach to allocate test data into distinct 

categories precisely. The algorithm identifies distinct entities in the dataset and attempts 

to formulate definitive labels or definitions for said entities. The prevalent classifica t ion 

algorithms include linear classifiers, SVM, decision trees, k-nearest neighbors, and 

random forests. These algorithms will be elaborated upon in the subsequent sections. 

The statistical technique of regression is commonly employed to comprehend the 

association between dependent and independent variables. Projections, such as those for 

sales revenue in a particular business, are frequently generated through its common usage. 

The regression algorithms that are commonly utilized include linear regression, logist ica l 

regression, and polynomial regression (Kang et al., 2021). 

Supervised learning models have the potential to develop and enhance various 

business applications, such as those listed below: 

Supervised learning algorithms can identify, segregate, and classify objects from 

images or videos, rendering them valuable for diverse computer vision techniques and 

imagery analysis, particularly in image- and object recognition. 

Supervised learning models are commonly employed in developing predictive 

analytics systems, which offer comprehensive insights into diverse business data points. 

Enterprises can utilize this approach to predict specific outcomes by considering a given 

output variable, which can assist business leaders in rationalizing their decisions or 

making necessary adjustments for the betterment of the organization (Kang et al., 2021). 

The analysis of customer sentiment can be conducted using supervised machine -

learning algorithms. This approach enables organizations to extract and categorize 

significant information from vast amounts of data, encompassing contextual, emotiona l, 

and intentional aspects, with minimal human involvement. This approach is highly 

advantageous in enhancing comprehension of customer interactions, thereby facilita t ing 

the refinement of brand engagement endeavours (Kang et al., 2021). 

The identification of spam is an instance of a supervised learning model. By 

employing supervised classification algorithms, entities can instruct databases to identify 

regularities or deviations in fresh data, thereby efficiently categorizing spam and non-

spam-related communications (Kang et al., 2021). 

While supervised learning can benefit businesses, such as enhanced automation 

and profound data insights, certain obstacles exist in constructing sustainable supervised 
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learning models. Several challenges exist, including the following: 

Accurately structuring supervised learning models may necessitate a certain level 

of expertise. The process of training models with supervision can be significantly time-

consuming. 

Datasets may exhibit a greater propensity for human error, leading to erroneous 

learning of algorithms; in contrast to unsupervised learning models, supervised learning 

cannot autonomously cluster or classify data, as noted in (Kang et al., 2021). 

Inductive machine learning refers to acquiring a set of rules from instances, 

commonly known as examples in a training set. The objective is to develop a classifier 

that can be utilized to generalize from new instances. (Kang et al., 2021). 

The first phase entails the procurement of the dataset. If a qualified expert is 

available, they may suggest the attributes or features that are most indicative. In cases 

where alternative methods are not feasible, the most direct approach involves the 

implementation of a "brute-force" methodology, which entails measuring all availab le 

variables to identify the pertinent characteristics that are both informative and relevant. 

However, a dataset acquired via the "brute-force" method is unsuitable for induction. The 

dataset often exhibits noise and incomplete feature values, requiring comprehensive pre-

processing methodologies (Altini et al., 2021).  

The subsequent phase entails the preparation and pre-processing of data. 

Researchers can use Various methodologies to handle missing data, depending on the 

situation. The researchers have identified both the benefits and drawbacks of the 

techniques above. The application of instance selection is not restricted to mitigating the 

noise problem but also functions as a strategy to cope with the infeasibility of obtaining 

knowledge from extensive datasets. Selecting instances from these datasets can be 

conceptualized as an optimization problem, where the objective is to maintain the 

integrity of data mining results while concurrently decreasing the sample size. The 

utilization of data reduction techniques is a method that enhances the efficacy of data 

mining algorithms when dealing with voluminous datasets (Altini et al., 2021).  

There are various methodologies available to select representative samples from 

large datasets. These methodologies are diverse. The feature subset selection procedure 

entails identifying and removing superfluous and duplicative features to enhance the 

efficacy of a model, and decreasing the number of dimensions in data aids in the 

optimization and efficacy of data mining algorithms. The precision interdependence of 

multiple features can significantly affect the n of supervised machine learning 
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classification models previously mentioned problem can be solved by generating 

innovative characteristics derived from the core set of features. Feature construction or 

transformation is a widely used term for generating or modifying dataset features. The 

newly generated features can yield the advancement of more concise and accurate 

classifiers. Moreover, recognizing noteworthy attributes amplifies the comprehensibi lity 

of the resulting classifier and enables a more thorough understanding of the acquired 

concept (Karthikeyan et al., 2021). 

Supervised learning encompasses various algorithms such as Decision Trees 

(DT), Naive Bayes (NB), K-Nearest Neighbours (KNN), Random Forests (RF), Support 

Vector Machines (SVM), and Artificial Neural Networks (ANN) (Karthikeyan et al., 

2021). The system under consideration is predicated on the application of machine 

learning algorithms, which are presented below: 

A- Naïve Bayes 

Naïve Bayes is the most popular method of classification algorithms that uses 

filtering applications, and this popularity is back to the quick training speeds they attain 

and high accuracy despite their relative simplicity to implement. Also, it is one of the 

simplest classification methods in machine learning. It depends on Bayes' theory with 

some independent assumptions between the predictors (Arshed et al., 2021). 

Naïve Bayes is the most popular method of classification algorithms that uses 

filtering applications, and this popularity is back to the quick training speeds they attain 

and high accuracy despite their relative simplicity to implement. Also, it is one of the 

simplest classification methods in machine learning. It depends on Bayes' theory with 

some independent assumptions between the predictors (Arshed et al., 2021). The Bayes 

Theorem equation is (Arshed et al., 2021). 

 

For explanations : 

- A& B: Events.  

- P(A), P(B):  the (A, B) probabilities.  

- P(A|B): conditional probability.  

- P(B|A): the probability of B given A (Arshed et al., 2021). 
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The Algorithm (2.1) (Arshed et al., 2021). 

Algorithm (2.1): The used Naive Bayes algorithm 

Begin  

1-  Training the Naïve Bayes document, category (D, C)  

2-   For every one  of  the  classes  c  found  in  category  (C), compute  the  

probability of each class (c)  

3-   compute log-priority [c] for log (Number of Category divided on number of  

documents)  

4-   Compute the probability for everyone in the documents.  

5-   Return Log-prior and Log probability.  

6-  Removes a final -e.  

7-  After affixes are omitted (prefixes and suffixes), the word length is determined. 

End of algorithm 

B- Random Forest (RF) Algorithm 

It is a supervised and collective learning algorithm for building a decision tree 

where the standard network of all variables separates each node. At the same time, the 

main set is divided into random subtotals (Rasheed et al., 2021). 

This algorithm can deal with classification and regression problems and is based 

on various classification mechanisms, including the random tree classifier based on the 

input property and the classifier based on the RF. The classifier with the most votes is 

chosen and represents the average of the responses across all subtrees within RF [58], as 

shown in Algorithm (2.2) (Rasheed et al., 2021).  
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C- K Nearest Neighbor (KNN)    

The K-Nearest Neighbour (KNN) algorithm is a supervised learning approach that 

involves classifying the outcome of a new instance query based on the majority category 

of its k-nearest neighbors. The fundamental purpose of an algorithm is to categorize a 

novel entity by utilizing features and instructional examples. The classification process 

involves employing a majority vote approach based on the classification outcomes of the 

k objects. An illustrative instance involves the implementation of a survey to assess the 

market value of a specific item by examining its consumption patterns. Presented belo w 

is an exemplar training Table 2.1. (Jamshidi et al., 2022). 

Table 2.1.  Training sample 

X1 X2 Result 

8 8 No 

8 5 No 

4 5 Yes 

1 5 Yes 

 

Determining the binary outcome, "Yes" or "No," is contingent upon the variable 

values of X1 and X2. When the combination of X1 = 4 and X2 = 8 is absent in the data 

table, the kNN classification method can predict the results, circumventing the need for 

extensive surveying procedures. The following Pseudocode (Algorithm (2.3)) serves as 
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an illustration of instance-based learning techniques (Jamshidi et al., 2022). 

 

The main feature of this algorithm is a simple and valuable method in the 

classification process. It involves classifying a sample based on the majority vote of its 

neighbors (Jamshidi et al., 2022). 

D- Decision Tree Algorithm (DT) 

The structure comprises a cluster of interconnected points situated within the 

arboreal environment. The items are categorized in advance according to their respective 

branches and the scale of their weight assessment. An integrated text document can be 

classified by traversing the document's hierarchy, commencing from the root, and 

following the query structure until a particular page is located within the system. It is 

worth noting that most training data do not fit with the construction of the decision tree 

memory, which is often ineffective because of switching a set of training sets (Arista et 

al., 2022). 

This algorithm is capable of processing dataset types that are nominal, ordinal, 

interval, and ratio. (Arista et al., 2022).  

F. Support Vector Machine (SVM) 

             Supervised machine learning techniques are frequently employed for 

classification-related issues and can be defined as such. SVM aims to identify the 

optimal hyperplane that separates the training data with a maximum margin. The 

classification algorithm is  
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utilized to forecast whether an item falls under a specific group, as demonstrated in 
Algorithm (2.4) (Villavicencio et al., 2021). 

 

Most practical issues entail non-separable data, wherein the training set lacks a 

hyperplane capable of effectively distinguishing between positive and negative instances. 

A viable approach to address the issue of inseparability involves projecting data onto a 

space of higher dimensionality, followed by establishing a separating hyperplane within 

that space. The space of higher dimensions distinct from the input space where the 

training instances are located is called the transformed feature space (Villavicencio et al., 

2021).  

Selecting an appropriate kernel function is crucial for achieving improved results, as the 

kernel function plays a pivotal role in defining the transformed feature space that will be  

used to classify the training set instances (Villavicencio et al., 2021). 
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G. Neural Network Classifier  

It is considered one of the multi- layer classifiers used in this research, as it 

classifies the neural network for the foreground feed to assign a set of data in an input 

format to find the outputs based on several layers of multiple nodes (Alves et al., 2021).  

The Multilayer Perceptron (MLP) has been selected as a classifier for 

implementation in this study. A classifier based on a feedforward neural network is 

capable of mapping input data sets to corresponding output sets. The Multi-Layer 

Perceptron (MLP) architecture comprises numerous layers, each comprising mult ip le 

nodes. MLP exhibits primary characteristics, as outlined in the reference (Alves et al., 

2021):  

The concept of layers.   

The Multilayer Perceptron (MLP) comprises a minimum of three layers.        Multi-

layer Perceptron (MLP) is commonly employed as a fully connected neural network. Each 

node within the system applies a specific weight to the input data and transmits the 

resulting output to the subsequent layer. The number of nodes should be determined on 

each occasion when the experiment is conducted. The MLP classifier notation (x,y,z) 

denotes the number of neurons in each layer of a three-layered structure. In the context 

of representing the structure of a Multi-Layer Perceptron (MLP), it is common to use the 

notation MLP (10, 10, 20) to denote a three-layer architecture with 10 nodes in the first 

and second layers and 20 nodes in the third layer. (Alves et al., 2021) . 

The input layers are situated on the left-hand side, where features are incorporated 

into the classifier. The hidden layer is located in the middle, while the output of the 

classifier is situated on the right-hand side.  

b. Weight    

The weights in a neural network are randomly assigned and subsequently adjusted 

through exposure to the training set as it propagates from the input layers to the output 

layer. The adaptations persisted until a particular threshold of error was attained. The 

MLP classifier is influenced by various parameters, including but not limited to gradient, 

momentum (with a default value of 0.2 and a recommended range of 0 to 1), and learning 

rate (with a default value of 0.3 and a recommended range of 0 to 1), as stated in reference 

(Le et al., 2021).  
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2.5.2. Unsupervised Learning  

These algorithms depend on developing descriptive models in an unsupervised 

learning manner, where it is possible to know that the inputs between the outputs are 

unknown. It includes transaction data. For example, these algorithms are k-Means and k-

Medians clustering (Ong et al., 2022). 

2.5.3. Semi-supervised Learning  

It is based on the unlabeled and unlabeled data in the training data set. For instance 

LR method (Levin et al., 2022). 

2.6. The used Dataset 

              The study utilized a COVID-19 database with medical data to develop and 

evaluate predictive models for identifying COVID-19 patients. The models were based 

on ten independent variables. The attributes above are depicted in the database. The data 

set is being updated regularly. The variables under consideration are sex, age, 

classification, patient type, pneumonia, pregnancy, diabetes, copd, asthma, inmsupr, 

hypertension, cardiovascular, renal chronic, other disease, obesity, tobacco, usmr, 

medical unit, intubed, icu and death. (Matsuda et al., 2023). 

2.7. Evaluation Metric 

When assessing medical data, such as COVID-19 samples, more than just o 

accuracy is needed for the effectiveness of a machine learning algorithm. Moreover, it is 

crucial to accurately diagnose the patient as misidentifying a COVID-19-afflicted patient 

as a non-infected individual can have significant consequences. This chapter employs 

various widely used metrics to facilitate the data-based diagnosis of patients with 

COVID-19. In the context of performance evaluation, TP denotes COVID-19 samples 

that have been accurately classified as originating from patients affected by SARS-CoV-

2e. The variable TN represents the count of individuals within the normative population 

who accurately receive negative prognostications, which implies that they are categorized 

as typical individuals seeking medical treatment.  

The notation FN represents the count of COVID-19-positive patients who remain 

undetected. At the same time, FP denotes the count of samples erroneously classified as 

COVID-19 positive despite being negative. This information has been reported in 

reference (Xiao et al., 2022). 

The study utilized a series of assessment scales founded on the confusion matrix 

framework. Specifically, a set of equations with distinct nomenclature was employed, as 

exemplified in Equations 2.1 through 2.8. [68]. 



33  

- Precision 

The metric referred to is the ratio of true positives (TP) to the sum of true positives 

and false positives (TP+FP), commonly known as the TP rate or precision. The 

computation was performed using Equation 2.1 (Fuhrman et al., 2022). 

 

 

- Accuracy 
The accuracy of a prediction model is determined by dividing the number of 

correct predictions by the total number of predictions. The calculation used Equation 2.2, 

as referenced in (Dellière et al., 2022). 

  

- Recall 
The expression denotes the ratio of true positives to the sum of true positives and 

false negatives. The computation of this metric can be derived from Equation 2.3, as 

stated in reference (Agrawal et al., 2021). 

 

 

- F1-score 
The formula represents the outcome of doubling the product of precision and 

recall divided by the sum of precision and recall. The metric's equation can be calculated 

utilizing Equation 2.4, as explained (Yao et al., 2020). 

 

 

- Detection Rate (DR) 

It is the proportion of correctly identified positive (anomaly) instances; it is 

calculated by dividing the number of valid positive instances by the total number of actual 

positive instances. The computation of this metric is feasible by utilizing Equation 2.5. 

(Rahaman et al., 2020). 

 

False Alert Rate (FAR)  

Equation 2.5 

Equation (2.1) 

Equation 2.2 

 Equation 2.3 

Equation 2.4 
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The metric denotes the ratio of negative predictions erroneously classified as 

positive (anomalies). A lower value is considered to be more desirable. The computation 

of this metric can be derived from Equation 2.6 (Hemdan et al., 2020). 

 

 

Error rate  

The operational definition of "accuracy" can be expressed as the proportion of 

incorrect predictions to the overall number of predictions conducted on a specific dataset,    

is shown in Equation 2.7 (Shan et al., 2020). 

 

Besides, in some cases, it is calculated as follows (Roberts et al., 2021):  

      Error Rate = Incorrect Predictions / Total Predictions               Equation 2.8 

      Error Rate = 1 – Accuracy                          Equation 2.9 

 

One of the evaluated parameters that are used to measure the closeness of the 

prediction or the exception to the values of the result, where the mean absolute error is 

adopted, is shown in Equation 2.10 (Fayyoumi et al., 2020):   

        

 That is, MEN as absolute errors (or deviations), while the N value is a non-miss ing 

number of the data points; besides, the xi is the observations time series, and x̂i is the 

forecasted time set (Fayyoumi et al., 2020). 

 

It is represented by the square root of the average values, as it squares the Weight 

of the high errors before calculating the average. It also gives exceptions to this algorithm 

concerning significant errors, it shown in Equation 2.11 (He et al., 2020):  

                                    

            Where Xobs has observed values, and Xmodel has modeled values at time/place i.  

Relative and absolute values are different, and the absolute error measures result in 

deviation from the actual value. At the same time, the relative error is a percentage 

measure compared to the actual value (Kumar et al., 2022). 

     Equation 2.6 

Equation 2.10 

Equation 2.11 

Equation 2.7 
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2.8. Confusion Matrix 

The evaluation of various models and algorithms is commonly conducted to 

determine their performance, with metrics such as accuracy, recall, and F-measure being 

utilized for this purpose. The matrix above depicts the efficacy of a given model on a 

diverse array of test data. The outcome manifests as a pair of accurate predictive 

categories and a duo of erroneous prognostications for the employed classifier. Table 2.2. 

displays the confusion matrix. 

There exist multiple measures that can be employed to assess the effectiveness of 

a classification scheme. In addition to utilizing the Confusion Matrix, alternative methods 

for assessing performance measures, including Accuracy and Error Rate, have been 

identified and organized accordingly (Islam et al., 2021).  

      -    A True Positive (TP):   It refers to values that have been correctly classified. 

           The classification needed to be more accurate.  

      -  The results indicated that the negative values were 

inaccurately predicted and classified. 

-  The classification model accurately predicted negative  

instances, as evidenced by the findings reported in 

reference (Andreu-Perez et al., 2021). Shows Table 2.2. 

Confusion Matrixes .  

Table 2.2. Confusion Matrixes. 

Confusion Matrix Predicated Class 

Positive  + Negative  - 

Actual Class Positive + TP FN 

Negative - FP TN 
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3. MATERIAL AND METHOD 

3.1. Work Description 

The system under consideration has been executed using the Java Eclipse 

programming environment. Java is utilized for the implementation of machine learning 

algorithms. The process comprised three primary phases, namely: 

          The initial stage involves the pre-processing of data mining on the complete 

COVID-19 dataset to convert the raw data into an effective and efficient format.  

In the second stage, the pre-processed training dataset generates value attributes.  

Phase three involves the utilization of machine learning algorithms to obtain outcomes. 

The system model depicted in Figure 3.1 is presented as used.  

 

Figure 3.1. The used system Model. 
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3.1.1. Data Mining Pre-processing 

It is considered one of the important processes in extracting unstructured data and 

the task of converting it into a meaningful and effective format on the other jobs, 

alongside, it based on the useful data from preprocessing to evaluated with machine 

learning classifiers as it showed in Figure 3.2 as the main steps of data preprocessing. 

 

Figure 3.2. The used Data Mining Pre-processing Methods. 

A- Normalization: This is done to scale the data values in a specified range. 

B- Attribute-feature-selection: It is very important to use attributes that are related 

and interrelated with each other, and it is possible to get rid of other characterist ics 

as it has become necessary to use a high level of importance of characteristics and 

ignore other characteristics of little importance is very important in the 

implementation process. The used method used a gain ratio to determine the splits 

and to select the most important features. 

C- The missing values: This value can be exchanged on other days, the reason, the 

maximum value, or the average value. Sometimes, the zero value can be used for 

the missing values. Moreover, fixed values can be adopted as an alternative to the 

missing action. The used system method uses user-constant values to replace 

missed attributes in dataset records. 

D- The method employed by the used system for converting nominal attribute values 

into binary states was Nominal to Binary. The present methodology involves 

utilizing a system that converts nominal attributes (i.e., string values) within the 

COVID-19 dataset into binary data (0, 1). This approach is deemed optimal for 

use in the used machine learning algorithm, as it enhances prediction accuracy. 

E- Nominal to Numeric: The Nominal to Binary method was utilized by the used 

system to transform nominal attribute values into binary states. The current 

approach entails utilizing a system that functions by transforming nomina l 
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attributes, specifically string values, present in the COVID-19 dataset into binary 

data, denoted as (0, 1). The methodology above is considered the most 

advantageous for implementing the used machine learning algorithm, as it 

effectively improves forecasting precision. In this work, the method converts 

string values in dataset attributes such as ever-married, smoking-status, and 

residence-type attributes. 

F- Numeric to Nominal: Previously, it was utilized to transform numerical data into 

categorical data. In this work, the used method applied to class values to deal with 

them as nominal values by classifying the class state as Patient-Test-Status (class 

1) with COVID-19 and non-COVID-19 (class 0). 

Furthermore, when gathering the healthcare dataset about COVID-19, it is 

observed that the data comprises both categorical and numeric variables. As Machine 

Learning algorithms are designed to comprehend numeric data, it is recommended to 

transform the categorical data into numeric data through techniques such as Label 

Encoder or one hot encoding.  

The Label Encoder technique, which falls under data mining transformation 

techniques, involves converting categorical data into numeric data. The process involves 

converting ascending numerical values into a numeric data range of 0 to n-1.  The dataset 

contains an enormous number of anonymized patient-related information including pre-

conditions. The raw dataset consists of 21 unique features and 1,048,576 unique patients  

while the second dataset contains on 199999 unique patients records and the same unique 

features as 21. In the Boolean features, 1 means "yes" and 2 means "no". Values as 97 

and 99 are missing data. The first COVID-19 dataset is uploaded from the link: 

https://www.kaggle.com/datasets/meirnizri/covid19-dataset 

and the second COVID-19 dataset is uploaded from the link : 

https://www.kaggle.com/datasets/sajoan/covid19-dataset 

The dataset description is explained as follows : 

- USMER: Indicates whether the patient treated medical units of the first, second 

or third level.              

- MEDICAL_UNIT: type of institution of the National Health System that provided 

the care.              

- SEX: 1 - female. 2 - male                  

- PATIENT_TYPE: type of care the patient received in the unit. One for return 

home and 2 for hospitalization.         

https://www.kaggle.com/datasets/meirnizri/covid19-dataset
https://www.kaggle.com/datasets/sajoan/covid19-dataset
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- DATE_DIED: If the patient died, indicate the date of death, and 9999-99-99 

otherwise.                

- INTUBED:  whether the patient was connected to the ventilator.                 

- PNEUMONIA: whether the patient already has air sac inflammation or not.                

- AGE: Age of the patient. The histogram of age shows that the majority of patients 

fall within the age group of 30 to 60 years. There is a relatively smaller number 

of cases in the age group of 0 to 18 years, suggesting that children and teenagers 

are less affected. The distribution is slightly right-skewed, with a gradual decline 

in the number of cases in older age groups.                       

- PREGNANT: whether the patient is pregnant or not.                  

- DIABETES: whether the patient has diabetes or not                  

- COPD: whether the patient has Chronic obstructive pulmonary disease or not                      

- ASTHMA:   whether the patient has asthma or not                  

- INMSUPR:   whether the patient is immunosuppressed or not.               

- HYPERTENSION:  whether the patient has hypertension or not           

- OTHER_DISEASE:  whether the patient has another disease or not          

- CARDIOVASCULAR:  whether the patient has heart or blood vessels-related 

disease. 

- DATE DIED: If the patient died, indicate the date of death, and 9999-99-99 

otherwise.     

- OBESITY:  whether the patient is obese or not                

- RENAL_CHRONIC: whether the patient has chronic renal disease or not            

- TOBACCO:  whether the patient is a tobacco user                

- CLASIFFICATION_FINAL:   Covid test results. covid test findings. Values 1-3 

mean that the patient was diagnosed with covid in different degrees. 4 or higher 

means that the patient is not a carrier of covid or that the test is inconclusive. 

- ICU: whether the patient had been admitted to an Intensive Care Unit. 

In addition, Histograms for "Hypertension" and "Obesity" indicate the prevalence of these 

comorbidities among the patients. The majority of patients do not have hypertension or 

obesity, as evident from the high counts in the "0" category for these features.  Scaling 

normalization of numerical features is a fundamental preprocessing step to standardize 

their values. Standardization ensures that features have a mean of 0 and a standard 

deviation of 1, making them compatible for use in various machine learning algorithms.                    

Besides, Table 3.1 shows the used data preprocessing methods for each attribute in the 
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COVID-19 dataset 

Table 3.1. The present study aims to elucidate the data mining methodology employed 

for each attribute in the COVID-19 dataset. 

Column Name Type Data Mining (Pre-processing) 

USMER                     int64 Handling Missing Values  

MEDICAL_UNIT              int64 Attribute-feature selection (Gain Ratio) 

SEX                       int64 One-Hot Encoding for Categorical Variables  

PATIENT_TYPE              int64 One-Hot Encoding for Categorical Variables  

DATE_DIED                Object Handling Missing Values  

INTUBED                   int64 One-Hot Encoding for Categorical Variables  

PNEUMONIA                 int64 One-Hot Encoding for Categorical Variables  

AGE                       int64 Feature Engineering (Age Groups) 

PREGNANT                  int64 Transformation (Nominal to Numeric), Cleaning Replace 

Missing Value (User Constant) 

DIABETES                  int64 Transformation (Numeric to Nominal) 

COPD                      int64 Transformation (Nominal to Numeric), Cleaning Replace 

Missing Value (User Constant) 

ASTHMA                    int64 Transformation (Nominal to Numeric), Cleaning Replace 

Missing Value (User Constant) 

INMSUPR                   int64 Transformation (Nominal to Numeric), Cleaning Replace 

Missing Value (User Constant) 

HIPERTENSION              int64 Normalization  

OTHER_DIS EAS E             int64 Normalization 

CARDIOVASCULAR            int64 Normalization 

OBESITY                   int64 Normalization 

RENAL_CHRONIC             int64 Normalization 

TOBACCO                   int64 Normalization 

CLASIFFICATION_FINAL      int64 Normalization 

ICU                       int64 One-Hot Encoding for Categorical Variables  
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3.1.2. Machine Learning Algorithms 

The system under consideration employs six distinct machine- learning algorithms 

and is evaluated based on their respective accuracy and building time. The current 

investigation involved implementing experiments on various machine learning 

algorithms: RF, NB, SVM, DT, MLP, and KNN. 

3.1.2.1. Random Forest (RF) Algorithm 

The ensemble classifier comprises numerous decision trees, which collective ly 

determine the mode of class results. The algorithm can handle many input variables and 

employs an automated instance selection process without implementing pruning 

techniques. The decision trees are grown to their maximum depth, and each tree is 

classified independently. Key Features of Random Forest : 

- Ensemble of Decision Trees: Random Forest builds multiple decision trees during the 

training phase. Each tree is trained on a random subset of the training data and 

features.  

- Random Feature Selection: At each node of the decision tree, a random subset of 

features is considered for splitting. This randomness helps in decorating the trees and 

making the ensemble more robust. 

- Create and Configure Random Forest: Create an instance of the RandomForest class 

and set its parameters. 

RandomForest randomForest = new RandomForest(); 

randomForest.setOptions(weka.core.Utils.split options("-I 100 -K 0 -S 1")); 

In this example, -I is the number of trees, -K is the number of features to consider at each 

split, and -S is the random seed. 

- Evaluate Model: Evaluate the performance of the model using cross-validation with 

10 folds is used. The attributes are allocated to individual trees, which subsequently 

determine the class with the highest number of votes across all trees through either a 

majority vote or averaging . 

The algorithmic procedure. The process of pseudo code can be described as follows: A 

bootstrap is selected from a set S for any given forest tree. Si labels the i-th bootstrap. 

Furthermore, an updated decision-tree learning algorithm is utilized to learn a decision 

tree, which is subsequently modified in the following manner:  In the context of tree 

structures, it is common practice to randomly select subsets of features for each node 

rather than exhaustively testing all possible feature splits (where F denotes the set of 

features). The node exhibited superior performance about the optimal feature denoted by 
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(F), with (f) representing a significantly lower value. The new weight (hi) was computed 

at each iteration, commencing with an initial value of hi=0. 

3.1.2.2. Naive Bayes (NB) Algorithm 

The Naive Bayes classifier methodology is predicated upon using the Bayesian 

theorem. Despite its simplicity, this method can outperform many sophisticated 

classification techniques. The classifier is a machine learning model utilized to 

differentiate between objects based on specific features. The Naive Bayes model is a 

probabilistic approach utilized in machine learning for classification purposes. The main 

features of the implementation of the NB algorithm are as follows: 

- Training and Testing: 

In Java, typically load the dataset into an Instances object. It is used to train the 

Naive Bayes classifier (buildClassifier method) and then apply it to new instances for 

classification. 

- Evaluation: Java provides tools for evaluating the performance of your classifier, 

such as cross-validation or splitting your dataset into training and testing sets. 

The Naive Bayes model is a probabilistic approach utilized in machine learning for 

classification purposes.    

3.1.2.3. Support Vector Machine (SVM) Algorithm 

This is based on the non-probability side, as this aspect is the source of power for 

this algorithm. It contrasts with many algorithms based on probabilistic classifiers, as they 

include a set of feature vectors, and this set of data used from them is a subset of data 

based on decision limits appropriately for vector support. It supports different kernel 

types for SVM. The used SVM is based on Linear Kernel. It is the default kernel and 

works well for linearly separable data. Cross-validation is essential for evaluating the 

performance of the SVM model. The number of optimal folds of the used SVM in the 

Cross-validation is 10 folds.   

3.1.2.4. Decision Tree (DT) Algorithm 

What distinguishes this algorithm is that it is based on classification systems with 

common variables and sometimes multiple, where it classifies data into a group of 

branches similar to an inverted tree depending on the root node and the nodes inside the 

tree, and the end nodes, and complicated.  

The Decision Tree approach under consideration involves partitioning a given 

dataset into progressively smaller subsets. Simultaneously, a decision tree linked to the 

process above is gradually constructed. The outcome of employing this methodology is a 
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hierarchical structure comprising decision nodes and terminal nodes. Decision trees are 

capable of processing data that is either categorical or numerical. In the context of 

decision trees, the term "number of trees" typically refers to the number of decision trees 

in an ensemble. It performs 10-fold cross-validation using the DT decision tree 

classifier.as shown in the Figure 3.3 . 

Figure 3.3. The used Decision Tree Algorithm (DT) Algorithm 

3.1.2.5. Multi-Layer perceptron (MLP) 

The aforementioned is a supplementary component of a feedforward neural 

network. The neural network consists of three discrete layers, specifically the input, 

output, and hidden layers. The used model experiments with different configurations, 

including varying the number of hidden layers and neurons, to find the best model for 

your specific task. Consisting of 20 hidden layers was utilized to forecast daily COVID-

19 fatalities in the dataset under consideration. MLP performs cross-validation and 

adjusts the number of folds to 10 folds. This model was identified as the most profound 

overall.  
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3.1.2.6. K-Nearest Neighbor(KNN) 

The system is engineered to preserve all accessible data and subsequently 

categorize a novel data point by assessing its resemblance to pre-existing data points. The 

K-NN algorithm efficiently classifies newly acquired data into appropriate categories. 

The algorithm in question is classified as lazy due to its methodology of storing the dataset 

and deferring learning until the classification stage. Rather than immediately learning 

from the training set, the algorithm performs actions on the dataset during classification. 

The prediction of a new instance (X) is accomplished by examining the complete 

training set to identify the k most comparable states (neighbors) and summarising the 

output variable for these K cases. The mode, which refers to the class value that occurs 

most frequently, is utilized in the classification process. In KNN, the 10 represents the 

number of folds in the cross-validation, and the new Random(1) is a seed for 

reproducibility. 

3.2. System Installation Requirements 

The used system is based on the JAVA programming language, and the main 

configuration for both is shown as follows: 

The main class of the code of the used algorithm in Java is as follows in Algorithm (3.1) 

of the Java machine learning Pseudo code: 
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The splitting dataset into training and testing algorithms in Java is explained in Algorithm 

(3.2) of Pseudocode splitting the dataset into training and testing modules. 

Algorithm (3.2): Pseudocode of splitting dataset 

Step1: Adding libraries by import classed as : 

- Core.Instances; 
- java.io.File; 

- java. Util. Random; 
- ConverterUtils.DataSource; 

Step2: Building main function TrainandTest  

A- Loading dataset 
load dataset 

DataSource source = new DataSource("C:\ COVID-19.csv"); 
Instances dataset = source.getDataSet();  

B- Setting class index to the last attribute 

dataset.setClassIndex(dataset.numAttributes()-1); 
int seed = 1; 

int folds = 10; 
C- Randomize data 
Random rand = new Random(seed); 

Create random dataset 
Instances and data = new Instances(dataset); 

randData.randomize(rand);  
D- Stratify dataset processes       
if  

(randData.classAttribute().nominal()) 
randData.stratify(folds); 

E- Perform cross-validation           
for (int n = 0; n < folds; n++)  
Evaluation eval = new Evaluation(and data); 

F- Get the folds        
Instances train = and data.trainCV(folds, n); 

Instances test = and data.testCV(folds, n);        
Step 3:  Split the dataset 

A- Training dataset  

1- CSVSaver saver = new CSVSaver(); 
2- saver.set instances(train); 

3- System. out.println ("No of folds done = " + (n+1)); 
4- saver.set file(new File("C:\COVID-19\mytrain.csv")); 
5- saver.write batch(); 

B- Testing Dataset 
6- CSVSaver saver2 = new CSVSaver(); 

7- Saver2.setInstances(test); 
8- Saver2.setFile(new File("C:\COVID-19\mytest.arff")); 
9- Saver2.writeBatch(); 

Step 4: End Function 

End of Algorithm 
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4. RESULT AND DISCUSSIONS 

The present chapter presents an analysis of the outcomes obtained from the system 

used in the previous section, as outlined in chapter three. The used system was 

implemented by studying six cases with data mining (data pre-processing) and machine 

learning classifiers (DT, SVM, RF, NB, MLP, and KNN). 

4.1. The used system implementation   

The system under consideration is predicated on three distinct case studies that 

utilize machine learning, as illustrated in Figure 4.1. 

 

Figure 4.1. The used machine learning algorithms. 

4.2. The results of the 1st (Covid Data 1) Dataset  

The used system is based on the 1st case study on three splitting of datasets into 

(60 training, 40 testings, 70 training, and 30 testings, and 80 training and 20 testings) of 

the first Covid Data 1 dataset, which is evaluated with machine/deep learning classifiers 

with the maximum accuracy and minimum time required to build the system. The Covid 

Data 1 dataset contains different columns and rows explained in Table 4.1. 

Table 4.1. Number of records and attributed of (Covid Data 1) dataset. 

(Covid Data 1) dataset Features 

Number of data instances     1048575 

Number of data attributes          21 

 

4.2.1. Results of splitting Covid Data 1 into 60 training and 40 testing 

The Covid Data 1 is split into 60 training and 40 testing for the total number of 

rows used to train the classifier model. Besides, the main accuracy details of the used case 

study using Data mining/machine learning on the used dataset SVM is the high accuracy 

as 99.4103 %, and the time to build the model is 1716178 ms. In comparison, MLP has 

 

 

 

 

 

Methodology 

DT 

Data mining with ML  
 

ML 
 

RF NB SVM MLP KNN 



50  

the second-highest accuracy as 99.4089 %, and the time taken to build the model is 

769026 ms. While DT is the third accuracy as 99.3916 %, and the time taken to build the 

model is 129626 ms.  Table 4.2 shows the accuracy and time details with the confusion 

matrix evaluated parameters as False Positive Rate and False Negative Rate of the used 

dataset.    

Table 4.2.  The results of machine Learning for (Covid Data 1) Dataset Analysis of 60 

training and 40 of testing. 

Item Method Name Accuracy Confusion Matrix Time 

False 

Positive Rate 

FalseNegative 

Rate 

1 Decision Tree (DT)  99.3916 % 0.7702 0.85533 129626 ms 

2 Support Vector Machine (SVM) 99.4103 % 0.0 1.0 1716178 ms 

3 Random Forest (RF) 99.3541 % 0.00225 0.68133 438407 ms 

4 Naïve Bayes (NB) 98.0164 % 0.003501 0.97188 2788 ms 

5 Multilayer Perceptron (MLP) 

Neural 

99.4089 % 0.81117 0.999075 769026 ms 

6 K-Nearest Neighbor(KNN) 99.2542 % 0.00323 0.483183 1109 ms 

Table 4.3 presents the results of correctly classified with incorrectly classified 

instances of the used data mining (preprocessing) with the highly accurate machine 

learning algorithm of SVM on the training dataset used ((Covid Data 1) Dataset).  

Table 4.3.  Correctly / Incorrectly Classified Testing Instances of the data Preprocessing 

of 60 training and 40 of testing. 

Machine learning algorithm Correctly Classified Incorrectly Classified 

Decision Tree (DT)  416878 = 99.3916 % 2552 = 0.6084 % 

Support Vector Machine (SVM) 386361 = 99.4103 % 2292 = 0.5897 % 

Random Forest (RF) 416721 = 99.3541 % 2709 =  0.6459 % 

Naïve Bayes (NB) 411110 = 98.0164 % 8320 = 1.9836 % 

Multilayer Perceptron (MLP) Neural 416950 = 99.4089 % 2478 = 0.59101 % 

K-Nearest Neighbor(KNN) 246883  = 99.2542 % 1855 = 0.7458 % 

 

Furthermore, the evaluation criteria used MAE, RMSE, and Error Rate shown in 

Table 4.4 and Figure 4.2 show the prediction of the evaluation criteria of the used 

algorithms, the KNN as 0.004 almost lower the MAE value, so it is the better compared 

with others. RF results of the RMSE statistic are lower as the better 0.0522 compared 

with other algorithms. SVM and MLP algorithms result of error rate is the better for the 

compared algorithms.  
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Table 4.4. MAE and RMSE for the (Covid Data 1) machine learning of 60 training and 

40 of testing of 60 training and 40 of testing. 

 

Evaluation Criteria 

Predication 

DT SVM RF NB MLP KNN 

Mean Absolute Error 0.0199 0.2505 0.0055 0.0129 0.0054 0.004 

Root Mean Squared 

Error 

0.0582 0.3126 0.0522 0.0976 0.48237 0.0564 

Error Rate 0.00608 0.005897 0.006458 0.019836 0.00591 0.00745 

 

 
Figure 4.2. The main evaluation Parameters MAE RMSE for the (Covid Data 1) dataset 

analysis of 60 training 40 and testing. 

Besides, there are other evaluation classifiers, as in Table 4.5 of the used system 

based on the six machine learning classifiers, and they are implemented for both normal 

cases without (Covid Data 1) (class 0) and with (Covid Data 1)  (class 1) as shown in 

Figure 4.3 of (Covid Data 1)  case based on confusion matrix values. In addition, the used 

system includes various evaluation classifiers, KNN precision as 0.96528 can be seen as 

a measure of high quality to return more relevant results than irrelevant ones. The AUC 

of KNN = 0.97300 is higher, so it is better to distinguish between positioning coordination 

classes. DR of KNN is the best of the whole sample, which was detected correctly. FAR 

of SVM is best because it indicates fewer false alarms of the used parameters. 
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Table 4.5. Evaluation (Covid Data 1) of the machine learning for the used data analysis  

of 60 training and 40 of testing.  

 

Evaluation Parameters 

Machine Learning Algorithms 

DT SVM RF NB MLP KNN 

Precision 0.91288 0.90195 0.92772 0.90157 0.902004 0.96528 

Detection Rate (DR) 0.14466 0 0.31866 0.5 0.195085 0.51681 

False Alert Rate (FAR) 0.43529 0 0.002256 0.003501 0.447877 0.00323 

Area Under Curve 

(AUC) 

0.932370 0.901948 0.94902 0.90969 0.93030 0.97300 

True Positive (TP) Rate 0.144661 0.0 0.31866 0.02811 0.24214 0.516816 

True Negative (TN) 

Rate 

0.99922 1.0 0.997743 0.99649 0.99998 0.99676 

 

Figure 4.3. Precision, DR, FAR and AUS of the used machine learning algorithms of 60 

training and 40 of testing.  

Table 4.6 shows the SVM is best in recall, which measures the ability of the SVM 

classifier to detect positive samples; it is ideally the value 0.99990 high for a good 

classifier. F-Measure showed the KNN is the best model to make a correct prediction 

across the entire dataset. The Kappa result can be interpreted as follows: Values less than 

or equal to zero are interpreted as signifying no agreement. Values ranging from 0.01 to 

0.20 are considered as indicating none to slight agreement. Values between 0.21 and 0.40 

are classified as fair agreement. Values falling within the range of 0.41 to 0.60 are 

categorized as moderate agreement. Values ranging from 0.61 to 0.80 are considered 

substantial agreement. Finally, values between 0.81 and 1.00 are interpreted as almost 

perfect agreement. The Kappa results of KNN and SVM are the almost perfect agreement 

between dataset attributes. 

DT SVM RF NB MLP KNN

Precision 0.91288 0.90195 0.92772 0.90157 0.902004 0.96528

DR 0.14466 0 0.31866 0.5 0.195085 0.51681
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Table 4.6. Recall the F-Measure and Kappa Coefficient of the (Covid Data 1) of 60 

training and 40 of testing. 

Machine learning algorithm Recall F-Measure Kappa Coefficient 

Decision Tree (DT)  0.98659 0.94831 0.9526 

Support Vector Machine (SVM) 0.99990 0.94840 0.9528 

Random Forest (RF) 0.96140 0.94426 0.9498 

Naïve Bayes (NB) 0.97395 0.93637 0.8568 

Multilayer Perceptron (MLP) Neural 0.99957 0.94828 0.9527 

K-Nearest Neighbor(KNN) 0.973038 0.96914 0.96834 

 

Figure 4.4 shows the confusion matrix to describe the performance of a 

classification model on a set of data for which the true values are known. It allows for the 

visualization of the performance of an algorithm by breaking down the number of correct 

and incorrect predictions into various classes. 

 

Figure 4.4. Showed the confusion matrix of the used dataset of 60 training and 40 of 

testing. 

4.2.2. Results of splitting Covid Data 1 into 70 Training and 30 testing 

Another case study using (the Covid Data 1) dataset with 70 Training and 30 tests 

showed the MLP has the highest accuracy as 99.5300 %, and time to build model is 

1639469 ms, while SVM has the second accuracy as 99.4991 %, and the time take to 

build model is 1639469 ms. While DT is the third accuracy as 99.4364 %, and the time 

taken to build the model is 130785 ms. Table 4.7 shows the accuracy and time details with 
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the confusion matrix evaluated parameters as False Positive Rate and False Negative Rate 

of the used dataset.    

Table 4.7.  The results of machine learning for (Covid Data 1) data analysis of 70 Training 

and 30 testing. 

Item  

Method Name 

 

Accuracy 

Confusion Matrix  

Time 

False 

Positive 

Rate 

False 

Negative 

Rate 

1 Decision Tree (DT)  99.4364 % 3.5165 0.99717 130785 ms 

2 Support Vector Machine (SVM) 99.4991 % 0.0 1.0 1639469 ms 

3 Random Forest (RF) 99.4087 % 0.00124 0.82273 697883 ms 

4 Naïve Bayes (NB) 98.878  % 0.00333 0.96946 4703 ms 

5 Multilayer Perceptron (MLP) 

Neural 

99.5300 % 0.00131 0.67739 585496 ms 

6 K-Nearest Neighbor(KNN) 99.1939 % 0.02173 4.34216 342007 ms 

 

Table 4.8 presents the results of correctly classified with incorrectly classified 

instances of the used data mining (preprocessing) with the highly accurate machine 

learning algorithms (ML, SVM, DT) on the testing dataset used ((Covid Data 1) Dataset).  

Table 4.8.  Correctly / Incorrectly Classified Testing Instances of the data Preprocessing 

of 70 Training and 30 testing. 

Machine learning algorithm Correctly Classified  Incorrectly Classified  

Decision Tree (DT)  312799 = 99.4364 % 1773 = 0.5636 % 

Support Vector Machine (SVM) 290030 =  99.4991 % 1460  = 0.5009 % 

Random Forest (RF) 208475 = 99.4087 % 1240 =  0.5913 % 

Naïve Bayes (NB) 207362 = 98.878  % 2353 = 1.122  % 

Multilayer Perceptron (MLP) Neural  309671 = 99.5300 % 1470 = 0.4699 % 

K-Nearest Neighbor(KNN) 42699 = 99.1939 % 347 = 0.8061 % 

 

Furthermore, the evaluation criteria used in the used system as Mean Absolute 

Error (MAE), Root Mean Squared Error(RMSE), and Error Rate shown in Table 4.9  and 

Figure 4.5 show the prediction of the evaluation criteria of the used algorithms, the RF as 

0.0039 almost lower the MAE value, so it is the better compared with others. DT results 

of the RMSE statistic is the lower as the better 0.0462 compared with other algorithms. 

MLP algorithm results of error rate is 0.00469 as the better for the compared algorithms.  
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Table 4.9. MAE and RMSE for the COVID-19 machine learning of 70 Training and 30 

testing. 

Evaluation Criteria Predication 

DT SVM RF NB MLP KNN 

Mean Absolute Error 0.0048 0.2504 0.0039 0.0075 0.004753 0.0992 

Root Mean Squared 

Error 

0.0462 0.3125 0.0492 0.072 0.46531 0.1568 

Error Rate  0.00563 0.00500 0.005912 0.01121 0.00469 0.00806 

 

 
 

Figure 4.5.  The main evaluation Parameters are MAE RMSE for the (Covid Data 1) 

dataset analysis of 70 Training and 30 tests. 

Besides, there are other evaluation classifiers, as in Table 4.10 of the used system 

based on the six machine learning classifiers. They are implemented for both normal cases 

without (Covid Data 1) (class 0) and with (Covid Data 1)  (class 1) as shown in Figure 

4.6 of (Covid Data 1)  case based on confusion matrix values. In addition, the used system 

includes various evaluation classifiers, as outlined in Table 4.49. KNN precision as 

0.99920 can be seen as a measure of high quality to return more relevant results than 

irrelevant ones. The AUC of KNN = 0.998116 is higher, so it is better to distinguish 

between positioning coordination classes. DR of MLP is the best of the whole sample, 

which was detected correctly. FAR of RF is best because it indicates fewer false alarms 

of the used parameters. 

DT SVM RF NB MLP KNN

Mean Absolute Error 0.0048 0.2504 0.0039 0.0075 0.004753 0.0992

Root Mean Squared Error 0.0462 0.3125 0.0492 0.072 0.46531 0.1568

Error Rate 0.00563 0.005 0.005912 0.01121 0.00469 0.00806
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Table 4.10. Evaluation (Covid Data 1) of the machine learning for the used data analysis 

of 70 Training and 30 tests. 

 

Evaluation Parameters 

Machine Learning Algorithms 

DT SVM RF NB MLP KNN 

Precision 0.8952 0.89689 0.90436 0.88950 0.92568 0.99920 

Detection Rate (DR) 0.002829 0 0.177268 0.030534 0.322602 0.187124 

False Alert Rate (FAR) 3.51657 0 0.001241 0.003337 0.001313 0.021739 

Area Under Curve (AUC) 0.929470 0.89689 0.93798 0.907446 0.947943 0.998116 

True Positive (TP) Rate 0.00282 0.0 0.177268 0.030534 0.322602 0.999565 

True Negative (TN) Rate 0.99996 1.0 0.99875 0.99666 0.998686 0.978260 

 

 

Figure 4.6. Precision, DR, FAR, and AUS of the used machine learning algorithms of 

70 Training and 30 testing. 

Table 4.11 shows the SVM is best in recall, which measures the ability of the SVM 

classifier to detect positive samples; it is ideally the value 1 (high) for a good classifier. 

F-Measure showed the KNN and MLP are the best models to make a correct prediction 

across the entire dataset. The Kappa result can be interpreted as follows: Values less than 

or equal to zero are interpreted as signifying no agreement. Values ranging from 0.01 to 

0.20 are considered as indicating none to slight agreement. Values between 0.21 and 0.40 

are classified as fair agreement. Values falling within the range of 0.41 to 0.60 are 

categorized as moderate agreement. Values ranging from 0.61 to 0.80 are considered 

substantial agreement. Finally, values between 0.81 and 1.00 are interpreted as almost 

DT SVM RF NB MLP KNN

Precision 0.8952 0.89689 0.90436 0.8895 0.92568 0.9992

DR 0.002829 0 0.177268 0.030534 0.322602 0.187124

FAR 3.51657 0 0.001241 0.003337 0.001313 0.021739

AUC 0.92947 0.89689 0.93798 0.907446 0.947943 0.021739
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perfect agreement. The Kappa results of KNN and MLP are the almost perfect agreement 

between dataset attributes. Figure 4.7 shows the confusion matrix to describe the 

performance of a classification model. 

Table 4.11. Recall, F-Measure, and Kappa Coefficient of the (Covid Data 1) of 70 

Training and 30 testing 

Machine learning algorithm Recall F-Measure Kappa Coefficient 

Decision Tree (DT)  0.999269 0.9443939 0.945475 

Support Vector Machine (SVM) 1.0 0.94564 0.9470041 

Random Forest (RF) 0.971377 0.936672 0.940000 

Naïve Bayes (NB) 0.975405 0.9304747 0.889424 

Multilayer Perceptron (MLP) Neural  0.97 0.9473239 0.95033 

K-Nearest Neighbor(KNN) 0.9782608 0.9886218 0.982381 

 

Figure 4.7. Showed the confusion matrix of the used dataset of 70 training and 30 of 

testing. 

4.2.3. Results of splitting Covid Data 1 into 80 Training and 20 testing 

The main accuracy of the used splitting dataset into 80 training and 20 testing 

dataset MLP is the high accuracy as 99.4884 %, and the time to build the model is 760216 

ms.  

Table 4.12 shows the accuracy and time details with the confusion matrix evaluated 

parameters as False Positive Rate and False Negative Rate of the used dataset.    
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Table 4.12.  The results of machine learning for (Covid Data 1) Data Analysis of 80 

Training and 20 testing. 

Item Method Name Accuracy Confusion Matrix Time 

False Positive 

Rate 

False Negative 

Rate 

1 Decision Tree (DT)  99.4349 % 0.52748 0.99575 128822 ms 

2 Support Vector 

Machine(SVM) 

99.4566 % 0.0 1.0 2000818 ms 

3 Random Forest (RF) 99.4566 % 0.0 1.0 2201277 ms 

4 Naïve Bayes (NB) 98.878  % 0.003337 0.96946 2922 ms 

5 Multilayer Perceptron 

(MLP) Neural 

99.4884 % 0.5004 0.913825 760216 ms 

6 K-Nearest 

Neighbor(KNN) 

99.3728 % 0.0024728 0.450389 1272 ms 

Table 4.13 presents the results of correctly classified with incorrectly classified 

instances of the used data mining (preprocessing) with the highly accurate machine 

learning algorithms (ML, SVM, RF) on the testing dataset used ( (Covid Data 1) Dataset).  

Table 4.13.  Correctly / Incorrectly Classified Testing Instances of the data Preprocessing 

of 80 Training and 20 testing. 

Machine learning algorithm Correctly Classified  Incorrectly Classified  

Decision Tree (DT)  208530 = 99.4349 % 1185 = 0.5651 % 

Support Vector Machine (SVM) 193271 =  99.4566 % 1056  = 0.5434 % 

Random Forest (RF) 193271 = 99.4566 % 1056 =  0.5434 % 

Naïve Bayes (NB) 207362 = 98.878  % 2353 = 1.1219  % 

Multilayer Perceptron (MLP) Neural 210060 = 99.4884 % 1079 = 0.5115 % 

K-Nearest Neighbor(KNN) 123589 = 99.3728 % 780 = 0.6272 % 

Table 4.14 and Figure 4.8 show the prediction of the evaluation criteria of the used 

algorithms. The MLP of 0.00363 almost lower the MAE value, so it is better compared 

with others. DT results of the RMSE statistic are the lower as the better 0.046 compared 

with other algorithms. MLP algorithm result of error rate is 0.005115 as the better for the 

compared algorithms.  

Table 4.14. MAE and RMSE for the COVID-19 machine learning of 80 Training and 20 

testing. 

 

Evaluation Criteria 

Predication 

DT SVM RF NB MLP KNN 

Mean Absolute Error 0.0041 0.2505 0.2505 0.0075 0.00363 0.0036 

Root Mean Squared Error 0.046 0.3125 0.3125 0.072 0.80718 0.0515 

Error Rate 0.00565 0.00543 0.00543 0.01121 0.005115 0.00627 
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Figure 4.8. The main evaluation Parameters MAE RMSE for the (Covid Data 1) dataset 

Analysis of 80 Training and 20 tests. 

In addition, the used system includes various evaluation classifiers, as outlined in 

Table 4.15 and Figure 4.9 KNN precision of 0.96870 can be seen as a measure of high 

quality to return more relevant results than irrelevant ones. The AUC of KNN = 0.98050 

is higher, so it is better to distinguish between positioning coordination classes. DR of 

KNN is the best of the whole sample, which is detected correctly; it indicates that the 

KNN model is effective at capturing positive instances. FAR of RF and SVM is best 

because it indicates fewer false alarms of the used parameters. 

Table 4.15. Evaluation (Covid Data 1) of the machine learning for the used data analysis 

of 80 training and 20 testing. 

 

Evaluation Parameters  

Machine Learning Algorithms 

DT SVM RF NB MLP KNN 

Precision 0.88920 0.88943 0.88943 0.88950 0.89767 0.96870 

Detection Rate (DR) 0.004240 0 0 0.03053 0.086174 0.549610 

False Alert Rate (FAR) 0.345341 0 0 0.00333 0.333581 0.002472 

Area Under Curve (AUC) 0.922201 0.88943 0.889435 0.908227 0.94897 0.98050 

True Positive (TP) Rate 0.004240 0.0 0.0 0.03053 0.08617 0.54961 

True Negative (TN) Rate 0.99994 1.0 1.0 0.99666 0.99984 0.99752 

 

DT SVM RF NB MLP KNN

Mean Absolute Error 0.0041 0.2505 0.2505 0.0075 0.00363 0.0036

Root Mean Squared Error 0.046 0.3125 0.3125 0.072 0.80718 0.0515

Error Rate 0.00565 0.00543 0.00543 0.01121 0.005115 0.00627
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Figure 4.9. Precision, DR, FAR, and AUS of the used machine learning algorithms of 80 

Training and 20 testing. 

Table 4.16 shows the SVM is best in recall, which measures the ability of the 

SVM and RF classifier to detect positive samples; it is ideally the value 1 (high) for a 

good classifier. F-Measure showed the KNN is the best model to make a correct prediction 

across the entire dataset. The Kappa results of KNN and MLP are the almost perfect 

agreement between dataset attributes. 

Table 4.16. Recall, F-Measure, and Kappa Coefficient of the (Covid Data 1) of 80 training 

and 20 testing. 

Machine learning algorithm Recall F-Measure Kappa Coefficient 

Decision Tree (DT)  0.998833 0.940835 0.942610 

Support Vector Machine (SVM) 1.0 0.94148 0.943314 

Random Forest (RF) 1.0 0.94148 0.94331 

Naïve Bayes (NB) 0.97540 0.93047 0.889424 

Multilayer Perceptron (MLP) Neural  0.99658 0.94454 0.94665 

K-Nearest Neighbor(KNN) 0.97946 0.974057 0.973361 

 

DT SVM RF NB MLP KNN

Precision 0.8892 0.88943 0.88943 0.8895 0.89767 0.9687

DR 0.00424 0 0 0.03053 0.086174 0.54961

FAR 0.345341 0 0 0.00333 0.333581 0.002472

AUC 0.922201 0.88943 0.889435 0.908227 0.94897 0.9805

0

0.2

0.4

0.6

0.8

1

1.2

E
va

lu
a
ti

o
n

 
V

a
lu

e
Evaluation Method



61  

 

Figure 4.10. Showed the confusion matrix of the used dataset of 80 training and 20 of 

testing. 

4.3. The results of the 2nd (Covid Data 2) Dataset 

The used system is based on the 2nd case study preprocessing procedure, which is 

evaluated with machine/deep learning classifiers with the maximum accuracy and 

minimum time required to build the system. The used dataset is (Covid Data 2), which 

contains different columns and rows explained in Table 4.17. 

Table 4.17. Number of records and attributed of (Covid Data 2) dataset. 

(Covid Data 2) dataset Features 

Number of data instances 199999 

Number of data attributes 21 

 

4.3.1. The case of 60 Training and 40 of Testing  

The main accuracy details of 60 Training and 40 of Testing dataset DT is 92.12620 

%, and MLP is 92.12625 % as the high accuracy and time to build model is 75434 ms 

and 1488944 ms of DT and MLP algorithms, respectively.  
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Table 4.18 shows the accuracy and time details with the confusion matrix evaluated 

parameters as False Positive Rate and False Negative Rate of the used dataset of 60 

training and 40 testing.    

Table 4.18. The results of machine learning for (Covid Data 2) data analysis of 60 training 

and 40 of testing. 

Item Method Name Accuracy Confusion Matrix Time 

False 

Positive 

Rate 

False 

Negative 

Rate 

1 Decision Tree (DT)  92.12620 % 1.0 0.0 75434 ms 

2 Support Vector Machine (SVM) 82.4433 % 0.8696 0.0988 2122065 ms 

3 Random Forest (RF) 76.16   % 0.7721 0.19277 141583 ms 

4 Naïve Bayes (NB) 91.71   % 0.8517 0.0171 468 ms 

5 Multilayer Perceptron (MLP) Neural 92.12625 % 1.0 0.0 1488944 ms 

6 K-Nearest Neighbor(KNN) 73.4912 % 0.68296 0.22937 163 ms 

Table 4.19 presents the results of correctly classified with incorrectly classified instances 

of the used data mining (preprocessing) with the highly accurate machine learning 

algorithms (DT and MLP) on the testing dataset used ((Covid Data 2) Dataset).  

Table 4.19.  Correctly / Incorrectly Classified Testing Instances of the data Preprocessing 

of 60 training and 40 of testing. 

Machine learning algorithm Correctly Classified  Incorrectly Classified  

Decision Tree (DT)  73701= 92.1262 % 6299 = 7.8738 % 

Support Vector Machine (SVM) 65954 = 82.4433 % 14045 =  17.5566 % 

Random Forest (RF) 60928 = 76.16 % 19072 = 23.84 % 

Naïve Bayes (NB) 73368 = 91.71 % 6632 = 8.29 % 

Multilayer Perceptron (MLP) Neural 73701 =  92.1262 % 62990 = 7.87375 % 

K-Nearest Neighbor(KNN) 58793 = 73.4912 % 21207 = 26.5087 % 

Table 4.20 and Figure 4.11 show the prediction of the evaluation criteria of the 

used algorithms. The NB is almost lower than the MAE value, so it is better compared 

with others. ML results of the RMSE statistic are lower and better compared with other 

algorithms. DT and MLP algorithm results of error rate is 0 as the better for the 

compared algorithms.  
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 Table 4.20. MAE and RMSE for the COVID-19 machine learning of 60 training and 40 

of testing. 

 

Figure 4.11. The main evaluation Parameters MAE RMSE for the (Covid Data 2) dataset 

analysis of 60 training and 40 testing. 

Besides, there are other evaluation classifiers, as in Table 4.21 of the used system 

and Figure 4.12 of (Covid Data 2)  case based on confusion matrix values as outlined in 

Table 4.49. DT and MLP precision as 1 can be seen as a measure of high quality to return 

more relevant results than irrelevant ones. DR of DT MLP is the best of the whole sample, 

which was detected correctly. FAR of KNN is the best because it indicates fewer false 

alarms of the used parameters. 

Table 4.21 Evaluation (Covid Data 2) of the machine learning for the used data analysis 

of 60 training and 40 of testing. 

 

Evaluation Parameters  

Machine Learning Algorithms 

DT SVM RF NB MLP KNN 

Precision 1.0 0.1271 0.0917 0.4243 1.0 0.1056 

Detection Rate (DR) 1.0 0.9011 0.8072 0.9828 1.0 0.7706 

False Alert Rate (FAR) 1.0 0.8696 0.7721 0.8517 1.0 0.6829 

Area Under Curve (AUC) 0.0935 0.1048 0.0903 0.3042 0.0520 0.0973 

True Positive (TP) Rate 1.0 0.9011 0.8072 0.9828 1.0 0.7706 

True Negative (TN) Rate 0.0 0.1303 0.2278 0.1482 0.0 0.3170 

DT SVM RF NB MLP KNN

Mean Absolute Error 0.3945 0.3844 0.4012 0.3301 0.454 0.4164

Root Mean Squared Error 0.4002 0.987 0.4318 0.348 0.105 0.5264

Error Rate 0.0787 0.1755 0.2384 0.0829 0.0787 0.265
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Evaluation Criteria 

Predication 

DT SVM RF NB MLP KNN 

Mean Absolute Error 0.3945 0.3844 0.4012 0.3301 0.454 0.4164 

Root Mean Squared Error 0.4002 0.9870 0.4318 0.348 0.1050 0.5264 

Error Rate 0.0787 0.1755 0.2384 0.0829 0.0787 0.2650 



64  

 

Figure 4.12. Precision, DR, FAR and AUS of the used machine learning algorithms of 60 

training and 40 of testing. 

Table 4.22 shows the DT and MLP are low in recall, which measures the ability 

of classifiers to detect positive samples. F-Measure showed the SVM is a low model to 

make a correct prediction across the entire dataset as it is not performing well in the ability 

of the NB algorithm to capture all the relevant instances. The Kappa results of NB are the 

slight agreement between dataset attributes. 

Table 4.22. Recall, F-Measure and Kappa Coefficient of the (Covid Data 2) of 60 training 

and 40 of testing. 

Machine learning algorithm Recall F-Measure Kappa Coefficient 

Decision Tree (DT)  0.0 1.0 0.0 

Support Vector Machine (SVM) 0.1303 0.1287 0.03110 

Random Forest (RF) 0.2278 0.1307 0.0209 

Naïve Bayes (NB) 0.1482 0.2197 0.1866 

Multilayer Perceptron (MLP) Neural 0.0 1.0 0.0 

K-Nearest Neighbor(KNN) 0.3170 0.1584 0.0457 

 

DT SVM RF NB MLP KNN

Precision 1 0.1271 0.0917 0.4243 1 0.1056

DR 1 0.9011 0.8072 0.9828 1 0.7706

FAR 1 0.8696 0.7721 0.8517 1 0.6829

AUC 0.0935 0.1048 0.0903 0.3042 0.052 0.0973
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Figure 4.13 shows the confusion matrix to describe the performance of a classifica t ion 

model. 

 

Figure 4.13. Showed the confusion matrix of the used dataset of 60 training and 40 of 

testing. 

4.3.2. The case of 70 Training and 30 of Testing 

Besides, the main accuracy details of the used case study using preprocessing of 

machine learning on the used dataset MLP is the high accuracy as 92.1262 %, and the 

time to build model is 39027474 ms of DT algorithm. At the same time, DT is the second 

level of accuracy as 90.0517 %, and the time taken to build the model is 79205 ms.     

Table 4.23 shows the accuracy and time details with the confusion matrix evaluated 

parameters as False Positive Rate and False Negative Rate of the used dataset.   

Table 4.23.  The results of machine learning for (Covid Data 2) Data analysis of 70 

training and 30 testing. 
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Item Method Name Accuracy Confusion Matrix Time 

False 

Positive 

Rate 

False 

Negative 

Rate 

 

1 Decision Tree (DT)  90.0517 % 1.0 0.0 79205 ms 

2 Support Vector Machine (SVM) 86.1599 % 1.0 1.0 11689 ms 

3 Random Forest (RF) 71.7967 % 0.81990 0.22261 231485 ms 

4 Naïve Bayes (NB) 89.8617 % 0.8239 0.02156 921 ms 

5 Multilayer Perceptron (MLP) Neural 92.1262 % 1.0 0.0 39027474 ms 

6 K-Nearest Neighbor(KNN) 69.515  % 0.71971 0.25901 272 ms 
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Table 4.24 presents the results of correctly classified with incorrectly classified 

instances of the used data mining (preprocessing) with the highly accurate machine 

learning algorithms (MLP and DT) on the testing dataset used ( (Covid Data 2) Dataset).  

Table 4.24.  Correctly / Incorrectly Classified Testing Instances of the data preprocessing 

of 70 training and 30 of testing. 

Machine learning algorithm Correctly Classified  Incorrectly Classified  

Decision Tree (DT)  54031  =  90.0517 % 5969 = 9.9483 % 

Support Vector Machine (SVM) 44803 = 86.1599 % 7196 = 13.8401 % 

Random Forest (RF) 43078  = 71.7967 % 16922 = 28.2033 % 

Naïve Bayes (NB) 53917  = 89.8617 % 6083 = 10.1383 % 

Multilayer Perceptron (MLP) Neural 73701 = 92.1262 % 6299 = 7.8738 % 

K-Nearest Neighbor(KNN) 41709  = 69.515  % 18291 = 30.485  % 

Furthermore, the evaluation criteria used in the used system as MAE, RMSE, and 

Error Rate shown in Table 4.25 and Figure 4.14 show the prediction of the evaluation 

criteria of the used algorithms, the MLP as 0.0787 almost lower the MAE value, so it is 

the better compared with others. MLP results of the RMSE statistic are the lower as, the 

better with 0.2806 compared with other algorithms. MLP algorithm results of error rate 

is 0.0787 as the better for the compared algorithms. 

Table 4.25. Error metrics for the Covid Data 2 of 70 training and 30 of testing. 

 

Evaluation Criteria 

Predication 

DT SVM RF NB MLP KNN 

Mean Absolute Error 0.3414 0.4975 0.3957 0.2937 0.0787 0.4175 

Root Mean Squared Error 0.3613 0.4975 0.4339 0.3311 0.2806 0.5463 

Error Rate 0.09948 0.1384 0.2820 0.1013 0.0787 0.3048 
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Figure 4.14. The MAE, RMSE evaluation for the (Covid Data 2) dataset analysis. 

Besides, there are other evaluation classifiers, as in Table 4.26  of the used system 

based on the six machine learning classifiers. They are implemented for both normal cases 

without (Covid Data) (class 0) and with (Covid Data)  (class 1), as shown in Figure 4.15 

of the (Covid Data)  case based on confusion matrix values. In addition, the used system 

includes various evaluation classifiers, as outlined in Table 4.49. DT, SVM, and MLP 

precision as 1 can be seen as a measure of high quality to return more relevant results  

than irrelevant ones. DT, SVM, and MLP are 1 as higher, so it is better to distinguish 

between positioning coordination classes. DR of DT, SVM, and MLP is the best of the 

whole sample, which was detected correctly.  

Table 4.26. Evaluation (Covid Data 2) of the machine learning for the used data analysis.  

 

Evaluation Parameters  

Machine Learning Algorithms 

DT SVM RF NB MLP KNN 

Precision 1.0 1.0 0.0820 0.4742 1.0 0.1067 

Detection Rate (DR) 1 1 0.7773 0.9784 1 0.7409 
False Alert Rate (FAR) 1 1 0.8199 0.8239 1 0.7197 
Area Under Curve (AUC) 0.1192 0.1384 0.0987 0.3624 0.0787 0.1060 

True Positive (TP) Rate 1.0 1.0 0.7773 0.9784 1.0 0.7409 

True Negative (TN) Rate 0.0 0.0 0.1800 0.1760 0.0 0.2802 

  

DT SVM RF NB MLP KNN

Mean Absolute Error 0.3414 0.4975 0.3957 0.2937 0.0787 0.4175

Root Mean Squared Error 0.3613 0.4975 0.4339 0.3311 0.2806 0.5463

Error Rate 0.09948 0.1384 0.282 0.1013 0.0787 0.3048
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Figure 4.15. Precision, DR, FAR, and AUS of the used machine learning algorithms. 

Table 4.27 showed the DT, SVM, and MLP are low in recall, which measures 

the ability of the KNN classifier to detect positive samples. F-Measure showed the RF is 

a low model to make a correct prediction across the entire dataset as it is not performing 

well in the ability of the KNN algorithm to capture all the relevant instances. The Kappa 

results of DT, SVM, RF, and MLP are the almost perfect agreement between dataset 

attributes. 

Table 4.27. Recall, F-Measure and Kappa Coefficient of the (Covid Data 2) 

Machine learning algorithm Recall F-Measure Kappa Coefficient 

Decision Tree (DT) 0.0 1.0 0 

Support Vector Machine (SVM) 0.0 1.0 0 

Random Forest (RF) 0.1800 0.1127 0.0278 

Naïve Bayes (NB) 0.1760 0.2568 0.2145 

Multilayer Perceptron (MLP) Neural 0.0 1.0 0 

K-Nearest Neighbor(KNN) 0.2802 0.1546 0.0123 
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Precision 1 1 0.082 0.4742 1 0.1067

DR 1 1 0.7773 0.9784 1 0.7409

FAR 1 1 0.8199 0.8239 1 0.7197

AUC 0.1192 0.1384 0.0987 0.3624 0.0787 0.106
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Figure 4.16 shows the confusion matrix to describe the performance of a classifica t ion 

model. 

 

Figure 4.16. Shows the confusion matrix of the used dataset of 70 training and 30 of 

testing. 

4.3.3. The case of 80 Training and 20 of Testing 

The main accuracy details of 80 Training and 20 Testing case studies using 

preprocessing of machine learning on the used dataset KNN is the high accuracy as 

96.3525 %, and the time to build the model is 194 ms. Table 4.28 shows the accuracy and 

time details with the confusion matrix evaluated parameters as False Positive Rate and 

False Negative Rate of the used dataset.    

Table 4.28.  The results of machine learning for (Covid Data 2) data analysis of 80 

training and 20 of testing. 

Item Method Name Accuracy Confusion Matrix Time 

False 

Positive 

Rate 

False 

Negative 

Rate 

1 Decision Tree (DT)  91.9925 % 0.9845 0.2448 110312 ms 

2 Support Vector Machine (SVM) 92.6998 % 0.00253 0.09672 1125 ms 

3 Random Forest (RF) 92.1925 % 0.0080 0.0842 224431 ms 

4 Naïve Bayes (NB) 93.51 % 0.4682 0.0293 625 ms 

5 Multilayer Perceptron (MLP) Neural 91.89 % 1.0 0.0 1814378 ms 

6 K-Nearest Neighbor(KNN) 96.3525 % 0.2672 0.0161 194 ms 
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Table 4.29 presents the results of correctly classified with incorrectly classified instances 

of the used data mining (preprocessing) with the highly accurate machine learning 

algorithms (KNN and NB) on the testing dataset used ((Covid Data 2) Dataset).  

Table 4.29.  Correctly / Incorrectly Classified Testing Instances of the data preprocessing 

of 80 training and 20 of testing. 

Machine learning algorithm Correctly Classified  Incorrectly Classified  

Decision Tree (DT) 36797 = 91.9925 % 3203 = 8.0075 % 

Support Vector Machine (SVM) 37079 = 92.6998 % 2520 = 6.3002 % 

Random Forest (RF) 36877 = 92.1925 % 3123 = 7.8075 % 

Naïve Bayes (NB) 37404 = 93.51 % 2596 = 6.49 % 

  Multilayer Perceptron (MLP) Neural 36756 = 91.89 % 3244 = 8.11 % 

K-Nearest Neighbor(KNN) 38541 = 96.3525 % 1459 = 3.6475 % 

Furthermore, the evaluation criteria used in the used system as MAE, RMSE, and 

Error Rate shown in Table 4.30 and Figure 4.17 show the prediction of the evaluation 

criteria of the used algorithms, the KNN  almost lower the MAE value, so it is the better 

compared with others. KNN results of the RMSE statistic the lower and better compared 

with other algorithms. KN algorithm results of error rate is 0.0364, so it is better for the 

compared algorithms.  

Table 4.30. MAE and RMSE for the (Covid Data 2) machine learning of 80 training and 

20 of testing. 

 

Evaluation Criteria 

Prediction 

DT SVM RF NB MLP KNN 

Mean Absolute Error 0.3097 0.0629 0.2722 0.2753 0.2359 0.0369 

Root Mean Squared Error 0.3331 0.2506 0.3131 0.2981 0.6540 0.1895 

Error Rate 0.0800 0.0630 0.0780 0.0649 0.0811 0.0364 
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Figure 4.17. The main evaluation Parameters MAE RMSE for the (Covid Data 2) dataset 

analysis of 80 training and 20 testing. 

In addition Table, the used system includes various evaluation classifiers, as 

outlined in Table 4.31 and Figure 4.18. MLP precision as 1 can be seen as a measure of 

high quality to return more relevant results than irrelevant ones. MLP is 1 as higher, so it 

is better to distinguish between positioning coordination classes. MLP is the best of the 

whole sample which detected correctly. MLP algorithm is best because it indicates fewer 

false alarms of the used parameters. 

Table 4.31. Evaluation (Covid Data 2) of the machine learning for the used data analysis 

of 80 training and 20 testing 

 

Evaluation Parameters  

Machine Learning Algorithms 

DT SVM RF NB MLP KNN 

Precision 0.8474 0.8518 0.5095 0.61563 1.0 0.8006 

Detection Rate (DR) 0.8032 0.9032 0.9157 0.9706 1 0.9838 

False Alert Rate (FAR) 0.9845 0.0025 0.0080 0.4682 1 0.2672 

Area Under Curve (AUC) 0.1103 0.9788 0.9723 0.5994 0.9998 0.6423 

True Positive (TP) Rate 0.9997 0.9032 0.9157 0.9706 1.0 0.9838 

True Negative (TN) Rate 0.0154 0.9974 0.9919 0.5317 0.0 0.7327 

  

DT SVM RF NB MLP KNN

Mean Absolute Error 0.3097 0.0629 0.2722 0.2753 0.2359 0.0369

Root Mean Squared Error 0.3331 0.2506 0.3131 0.2981 0.654 0.1895

Error Rate 0.08 0.063 0.078 0.0649 0.0811 0.0364
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Figure 4.18 Precision, DR, FAR and AUS of the used machine learning algorithms of 80 

training and 20 of testing. 

Table 4.32 showed RF algorithm recall is 0.9919 which means that the model has 

successfully identified all relevant instances of the positive class, and there are a few false 

negatives. F-Measure showed the DT is a low model to make a correct prediction across 

the entire dataset as it is not performing well in its ability to capture all the relevant 

instances. The Kappa results of SVM are the almost perfect agreement between dataset 

attributes. 

Table 4.32. Recall, F-Measure and Kappa Coefficient of the (Covid Data 2) of 80 training 

and 20 of testing. 

Machine learning algorithm Recall F-Measure Kappa Coefficient 

Decision Tree (DT)  0.0154 0.0302 0.0275 

Support Vector Machine (SVM) 0.9904 0.9189 0.8679 

Random Forest (RF) 0.9919 0.6732 0.6341 

Naïve Bayes (NB) 0.5317 0.5706 0.5357 

Multilayer Perceptron (MLP) Neural 0.0 1.0 0.0 

K-Nearest Neighbor(KNN) 0.7327 0.7651 0.7454 

 

DT SVM RF NB MLP KNN

Precision 0.8474 0.8518 0.5095 0.61563 1 0.8006
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FAR 0.9845 0.0025 0.008 0.4682 1 0.2672
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Figure 4.19. shows the confusion matrix of the used dataset of 80 training and 20 of 

testing. 

4.4. Discussions of the Results   

The choice between different ratios of training and testing data in machine learning 

depends on several factors, and there is no one-size-fits-all answer. The decision is often 

influenced by the size of the used dataset, the complexity of the used model, and the 

specific goals. 

- 70/30 Split (Training/Test): 

- Advantages: More data for training, which can be beneficial if the used dataset, is 

relatively small. Faster training times. It is the best-split ratio depending on the 

specifics of COVID data and problem. Multilayer Perceptron (MLP) Neural 

accuracy is 99.5300 %, and the required time to build mode is 585496 ms of the 

first COVID dataset. With 70% of the data allocated to training, the model has a 

sufficiently large dataset to learn the underlying patterns and relationships within 

the data. Allocating 30% of the data for testing ensures that there is a separate set 

of data the model has not seen during training. This allows for a reliable evaluation 

of the model's performance on unseen data. 

- Considerations: With less data for testing, the evaluation might be less reliable, 

and the model may not generalize well to new, unseen data. 
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- 80/20 Split (Training/Test): 

- Advantages: A slightly larger portion for testing may provide a more reliable 

evaluation. Still, a good amount of data for training. 

- Considerations: More training data can be beneficial, especially for complex 

models.  

- The used system results showed that the second dataset, the K-Nearest Neighbor 

(KNN), is 96.3525 %, and the required time to build mode is 194 ms of 80 

Training and 20 of Testing. 

- 60/40 Split (Training/Test): 

- Advantages: More data for testing, which may lead to a more reliable evaluation 

of your model's performance 

- Considerations: Fewer data for training, which might be a concern if the model is 

complex or if you have a limited dataset. 

The results of the first dataset Covid Data 1 is better than the second 

dataset Covid Data 2 due to the following reasons:  

- Better Representativity: A larger dataset is more likely to be representative of the 

underlying population or distribution. This helps in capturing a more 

comprehensive view of the patterns and variability present in the data. 

- Improved Generalization: Models trained on larger datasets often generalize 

better to unseen data. They are less prone to overfitting since they have been 

exposed to a more diverse set of examples, which helps in learning the underlying 

patterns rather than memorizing the training data. 

- More Informative Features: With more data, models can extract more informative 

features, leading to better performance. Smaller datasets might not provide 

enough examples to reveal subtle relationships within the data. 

- Reduced Variability: Larger datasets help in reducing the variability in 

performance metrics. In smaller datasets, the choice of a specific subset for 

training or testing can have a more pronounced effect on results. 

- Increased Confidence in Results: Results obtained from a larger dataset are often 

more statistically significant. This increased confidence is crucial, especially in 

scientific or critical applications. 
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- Stability in Model Training: Training machine learning models on larger datasets 

often leads to more stable convergence. Models are less likely to get stuck in local 

optima and are more likely to find a global optimum. 

Table 4.33 presents a comparison of the system with other relevant works. The 

case studies demonstrate that the used system yields superior accuracy, particularly in the 

context of MLP for the first COVID dataset and DT for the second COVID dataset. 

Table 4.33. The results of COVID-19 Dataset analysis with the compared systems. 
Ref. Auth. Year AI Technique Accuracy 

Alakus et al. 2020 CNN-LSTM 92.30 % 

Díaz-Pernas et al. 2021 Logistic Regression with CR classifier  84.21 % 

Liu et al. 2021 Logistic Regression 94 % 

XGBoost 92 %  

Ong et al.  2022 Neural Network 97.32% 

Random Forest 92 % 

Moulaei et al. 2022 Random Forest 95.03 % 

Used-system 

First COVID dataset 

 
Multilayer Perceptron (MLP) Neural 

 

99.5300 %  

Used-system 

Second COVID dataset 

K-Nearest Neighbor(KNN)  
96.3525 %  

 

The coronavirus disease (COVID‑19), hospitalized patients are always at risk of 

death. Machine learning (ML) algorithms can be used as a potential solution for 

predicting mortality in COVID‑19 hospitalized patients. The used prediction COVID-19 

system used machine learning to create a fast detection system like a real-time detection 

warning system to identify suspected people. We used pre-trained algorithms to classify 

the dataset contents. We cleaned the dataset with pre-processing methods by removing 

duplicates and normalized the attributes to increase the model's accuracy. Besides pre-

processing the data, the dataset was loaded from the folder as input to the system model. 

The data has been tested on COVID-19 patients utilizing ten independent variables. The 

classification scheme utilized in the present study involves two distinct categories: class 

0, which denotes the absence of COVID-19 in patients, and class 1, which signifies the 
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presence of COVID-19 in patients. Next, we were able to improve the model's accuracy 

by pre-processing the data set with the used Data Mining Pre-processing Methods 

(Normalization, Attribute-feature-selection, The Missing-values, Nominal to Binary, 

Nominal to Numeric,  and Numeric to Nominal ). JAVA library machine learning is used 

to predict COVID-19. 
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5. CONCLUSION AND RECOMMENDATIONS 

5.1. Conclusion 

In light of the outbreak of the Coronavirus, which caused the suffer ing 

governments worldwide to control this disease and limit its spread, The World Health 

Organization emphasizes the criticality of safeguarding oneself against COVID-19 

infection. Given the preventive measures implemented to mitigate the transmission of the 

Coronavirus, it is noteworthy that COVID-19 is an infectious ailment that has 

significantly strained various facets of society, including the economy, due to the 

emergence of multiple variants. Timely detection of the virus is critical in mitigating its 

transmission, given its global threat to human life. 

In this study, a prediction COVID-19 system uses machine learning to create a 

fast detection system to identify suspected people, like a real-time detection warning 

system. This research used pre-trained algorithms to classify the dataset contents. We 

cleaned the dataset with pre-processing methods by removing duplicates and normalized 

the attributes to increase the model's accuracy. Besides pre-processing, the dataset was 

loaded from the folder as input to the system model. The data has been tested on COVID-

19 patients utilizing ten independent variables. The classification scheme utilized in the 

present study involves two distinct categories: class 0, which denotes the absence of 

COVID-19 in patients, and class 1, which signifies the presence of COVID-19 in patients. 

Next, this study was able to improve the model's accuracy by pre-processing the data set 

with the used Data Mining Pre-processing Methods (Normalization, B- Attribute-

feature-selection, Missing-values, Nominal to Binary, Nominal to Numeric, and Numeric 

to Nominal). In this project, JAVA library machine learning is used to predict COVID-

19.  

This research found that the model worked well when applied to the used dataset. 

This study is based on two steps: first, we uploaded a dataset to train the model. Hence, 

the study tests the model on those cases to work directly after making a trained classifier 

so it can directly discover with automatic COVID-19 prediction state of a patient 

suspected or not. 

The used system results showed the high accuracy of Multilayer Perceptron 

(MLP) Neural as 99.5300 % of the first COVID-19 dataset, and and time to build the 

model is 1639469 ms. Besides, the better results of the second COVID-19 dataset are 

K-Nearest Neighbor(KNN) algorithm accuracy is 96.3525 %, better time to build the 
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model, and early predict the state of patients is 194 ms. 

5.2. Recommendations 

Several factors can be taken into account for the future expansion of current 

research by utilizing the following propositions: 

- This study aims to detect COVID-19 from chest X-ray images by applying 

transfer learning techniques using ResNet50, ResNet101, DenseNet121, 

DenseNet169, and InceptionV3 models. The models underwent training and 

validation using the most extensive publicly accessible database of COVID-

19 CXR images. 

- This study aims to explore the detection of severe and mildly infected patients 

with COVID-19 through the lens of the Resource-Based View of Laboratory 

Management (RBV) and age data collected at the time of hospital admission. 

The objective is to  

- provide a concise motivation for this approach. 
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